

       Inconsistency-Management in Big Information-Systems:

                                         Tactical and Strategic Challenges to Logic(
               John Woods

University of British Columbia
      john.woods@ubc.ca
               ABSTRACT

A big information-system is one whose computational structure requires multiple millions of lines of code to operate. A country’s banking system is big. So is its health-care system. The deep cover global surveillance cooperative, Five Eyes is huge. Each of them, in one way or another, is indispensable to the well-being of the countries which have them. In certain quarters of the informatics community it is a given that all such systems perform with robust inconsistency. Their inconsistency is pervasive, empirically discernible, and not practically expungeable. The reason is that a system’s practical value is believed to diminish in direct proportion to the removal of its inconsistency. Even if it were possible to prevent inconsistencies from arising in the first place, a big system could not achieve usable lift-off in that condition. On the other hand, repair of localized inconsistency on a fix-it-when-you-can basis is both possible and desirable, and a stimulus to improved performance.


How to deal with a system’s inconsistency without wrecking it is a challenging and still unsolved inconsistency-management problem. It would be rather striking, if true, to learn that present-day logic is in no fit condition to lend this problem a helping hand, still less a definitive solution. Starting with Five Eyes as an example, I want in this lecture to show that the antecedent of this conditional is true, and to consider ways in which we could accommodate ourselves to that fact. I will suggest that logicians must radically re-think prevailing assumptions about how inconsistency operates in the cognitive economies of real-world human beings. But first a brief word about the logic of strategy. 

1. The paradox of strategy


In his deservedly influential book,
 Edward N. Luttwak writes on the first page of the Preface,
My purpose ( is to uncover the universal logic that conditions all forms of war as well as the adversarial dealings of nations even in peace.

He goes on to say that

( the logic of strategy is manifest in the outcome of what is done or not done, and it is by examining those often unintended consequences that the nature and workings of the logic can best be understood.

One infers from this that the logic of strategy is empirically discernible in the aftermath of a strategy’s actual application. That is an idea on which I propose to fasten much of what I’ll be saying this morning. 
In the Book’s Part I, “The Logic of Discovery”, Luttwak reflects on what he takes to be the paradoxical character of strategy, indeed on “the blatant contradiction” that lies within:
Consider the absurdity of equivalent advice in any sphere of life but the strategic: if you want A, strive for B, its opposite, as in “if you want to lose weight, eat more” or “if you want to become rich, earn less” – surely we would reject all such.” (pp. 1-2)

This gives me a second idea on which to fasten. As seen by logicians, contradiction goes hand in hand with logical inconsistency. Since logical inconsistency is an empirically discernible feature of big information-systems, it is with them that I would like to start. In so doing, it is no part of the design of this talk to tell the full story of how a logic of strategy should best handle the paradox within. But I’ll consider my task adequately performed if it manages to reveal some of the challenges that bedevil the rational and practical management of inconsistency. I’ll begin with the phenomenon of “inconsistency-robustness”.

2. Inconsistency robustness

The name “inconsistency-robustness” was coined by the American computer scientist Carl Hewitt, now retired from MIT and presently affiliated with Stanford University. To date, his and my edited book is the publication of record for inconsistency-robustness.
 Five Eyes, a joint product of the governments of the United States, Canada, the United Kingdom, Australia and New Zealand, is the world’s largest information-gathering system in matters of national and international security; the biggest and many would say the most invasive.
 Five Eyes is said to employ inconsistency-robust reasoning protocols of limited effectiveness, made so by deficiencies in the system’s automation procedures. Inconsistency-robustness is strictly speaking a property of Five Eyes’ practices. But there would be no harm in attributing the property to the system itself, as a kind of expository short-cut.
 
The theoretical core of the Hewitt-Woods book is an Inconsistency Robust Direct Logic,
 or IRDL for short. IRDL embodies a formidable heavy-equipment mathematical machinery, and is still very much a work in progress. There is no need here to absorb its many technicalities. It is perfectly possible to reflect on its importance for logic without going into the engineering nuts and bolts. As we have it now, inconsistency-robustness has a large but still quite selective providence. In recent writings, I have suggested that it is a property that travels well, rather in the way that Swiss wine is believed not to.
 What I mean by this is that it is a property that appears to be fruitfully applicable to inconsistent systems that might not be as big as Five Eyes, banking or health-care. Most information-systems that aren’t at all small aren’t big in the Five Eyes sense. All the same, they can be a lot bigger than we might think.
The IR project is founded on assumptions which many logicians and epistemologists would take to be unpersuasive. How, they will ask, is it known that big systems inherently harbour widespread inconsistency or at least do so with a very high probability? How is it known that these inconsistencies aren’t expungable without serious damage to their practical utility? Even granting that these assumptions are common knowledge in various precincts of informatica, couldn’t we have some supporting evidence? These are fair and necessary questions, for which we’ll have no time here. Here is how I propose to proceed meantimes. I shall begin by accepting the IR assumptions as working assumptions, and in due course attempt to show that it doesn’t matter whether or not they are true. In other words, I’ll argue that the massive inconsistency hypothesis has legs regardless of whether IRDL also does.
  
It is widely believed that a human being’s deep memory is inconsistent.
 It too is very big, although not perhaps Five Eyeswise so. The Newton-Leibniz calculus is inconsistent, and yet played an indispensable role in the theory that revolutionized physics. Bohr’s theory of the atom, also inconsistent, made a major contribution to quantum physics. In each case, the whole theory was inconsistent and, in informational terms, big. But in neither case, did physics go into bankruptcy and announce the close of business. Macroeconomics teaches a valuable lesson about the rush to do for economics what mathematicians did for physics. At present, the operating standard for macroeconomics is the Dynamic Stochastic General Equilibrium (DSGE) model. Given the complexities of the real economy – variable multiplicities, variable interactions, feedback loops, the stresses of real-world uncertainties, unrepeatable convergences, emotional transience, computational limits, and the demand for theoretical coherence – it only stands to reason that DSGE mathematics routinely gets things wrong enough to matter. In recent writings, macroeconomists are starting to come clean about this.
 They are saying in peer-reviewed publications that macroeconomists have no really solid understanding of the overall economy, and are responsible for some significant drag on worldwide economic growth. DSGE models are inconsistent with a good many real-world economic facts. But since they are also big information-systems, they too are robustly inconsistent internally. The point isn’t that they aren’t useful. The point is that they are less useful than we want them to be. As Olivier Blanchard says, “current DSGE models are seriously flawed but they are eminently improvable and central to the future of macroeconomics.”
 However, if Hewitt is right, cleansing it of its inconsistency-robustness would deny macroeconomics any future at all. 

Another problem of rapidly alarming importance is the vulnerability of any big system whose sound performance requires that its data be secret. The source of the alarm is that even the most sensitive systems of the most technically sophisticated jurisdictions and corporations are so easily penetrated by enemies and competitors. Sixteen years ago the NSA covertly and without detection blew all the US Defence Department’s cybersecrets, using only commercially available tools.
 Only recently a Defence Science Board disclosed that, as of now, there exists no reliable defence against a persistent and savvy cyber attack. Of course, system insecurity is not an inconsistency robustness problem, but they share at least three characteristics apart from bigness. One is that cyber penetration of a vulnerable system is pervasive, another that it is empirically discernible, and the third is, though vulnerable, these penetrated systems are useful and patchable (but not for long).
 
Closer to the daily realities of the man in the street, it has been known for some time that a human being’s belief system is not subject to even truth-functional consistency checks. This means that inconsistency is not a systematically recognizable property of belief-systems, leading many researchers to accept the high likelihood of inconsistent belief-sets as a matter of course. These same attributions are plausibly applied to the background information of scientific theories and to systems of common knowledge. When I said just now that IR is a concept that travels, what I meant is that, big or not so big, all these other systems are inconsistent, whether or not robustly so in the Hewitt sense strictly speaking. They are systems of indispensable value to the cognitive economy. Their inconsistencies are pervasive and, while not themselves algorithmically recognizable, the plain fact of their inconsistency is an empirically discernible one. We know that systems of this sort are open to, and bettered by, the repair of localized inconsistency. We might not know that any wholesale ethnic cleansing would actually be a system-wrecker. Even so, as of now, we know of no methods that pull the heavy load of system-wide purification. I started by saying that I would focus my remarks on Five Eyes. As we now see, our data-set has considerably enlarged and the scope of my title correspondingly broadened.

This would be a good time to ask, “How do logicians think that the rational and practicable management of such systems should be brought about”? In shorter words, what is to be learned about these things from logic? The answer to date is “not much”. I’ll turn to that a section from now. First we’ll need some context within which to take the measure of that answer, beginning with remarks about the cognitive architecture of real-life human beings. Moreover, we see that inconsistency robustness in the technical sense of IRDL might not lie at the centre of these inconsistencies.
3. Consciousness and information-thirst

Belief-revision systems are constantly bombarded with new information, much of which is routinely inconsistent with information on hand. Whether upon arrival or in anticipation of it, a properly functioning belief-system will try to restore consistency by means of belief-revision. Of course, it can only do this when the inconsistency is somehow spotted. I don’t mean consciously spotted, certainly not in the general case. The reason is that consciousness has a very narrow bandwidth. Taking the sensorium as an example – the juncture at which information arrives from the five sensory modalities ( a human being processes ( 11 million bits of information per second. When it is processed consciously, those 11 million reduce to 40. When processed in linguistically shaped ways, the count falls to 16 bits per second, putting an end to the myth that talk is cheap. Consciousness carries high levels of negative entopy. Consciousness is an information-suppressor, and a thermodynamically expensive state to be in.
 It is striking how much the human knower knows on any given occasion, more things certainly than he could even begin to enumerate. For this to be so, cognition must be an information-thirsty state. This means that, for wide ranges of cases, knowledge will require more information than the conscious mind can hold at the time the knowledge is acquired and retained. The moral to draw is that most of that indispensable information is held unconsciously. Unconscious information-processing has all or most of the following properties, often in varying degrees and harmonies. It is mechanism-centred, automatic, inattentive, involuntary, semantically and conceptually inert, non-linguistically transacted, deep, parallel and computationally luxuriant.
 For ease of reference, I’ll call this “cognition down-below” ( out of sight of the mind’s eye, beyond the reach of the heart’s command, and unegotiable by tongue or pen (or keystroke). This happens to be important for the sciences of cognitive processing. Cognition down-below is not available to introspection. A human being has no direct conscious acquaintance with the workings and conditions of most of what she knows. This means, among other things, that cognitive science by questionnaire has little future but failure and mystification. 

This is not to say that science has nothing to reveal of such matters. A still unsettled case is the attempt by neuroepistemologists (some not all) to model the brain’s cognitive productivities on a down-below Bayesian architecture.
 A long time ago, Gilbert Harman blew the whistle on Bayesian epistemology. He pointed out that the probability conditions on belief-change are too computationally intractable for conscious fulfillment. For example, if twenty new pieces of information hit a belief-system, a million calculations would be required for their rational accommodation. If thirty pieces arrived, a billion computations would be needed.
 Suppose that the neurotypical human’s belief-system harboured a total of 138 logically independent atomic beliefs. A consistency check would require “more time than the twenty billion years from the dawn of the universe to the present.”
 The reason for this is that all the properties that are distinctive of unconscious activity are oppositely instantiated at the conscious level ( agent-centred, controlled, attentive, voluntary, semantically and conceptually loaded, linguistically expressed, surface, linear and computationally feeble. In particular, not only is consciousness a massive suppressor of information, it is also a massive inhibitor of computational capacity. Of course, the question remains. Does the Bayesian human brain have the wherewithal to compute the calculations required by Bayes’ theorem? The jury is still out.

In a way, these last few observations have been something of a distraction. None of them bears directly on the matters in play here. But the implications are unmistakable and important. Either we are capable managers of inconsistency overall or we are not. Either way, those management techniques will, for the most part, be implemented in the cognitive down-below. So the question for science, epistemology and logic is whether we theorists have the capacities to expose these techniques to our reflective attention in the cognitive up-above, which is where we write learned articles and books. 
4. Logics   

In this section, inconsistency robustness, potentially important as may be, cedes centre-stage to tightly localized inconsistency. The reason why is that all on its own it is a very large problem. Unless we know how to handle it, we’ll have no chance of keeping inconsistency robustness from going off its tracks. The strategic challenge that inconsistency poses for logic is to figure out how best to deal with it. The tactical challenge is to meet the strategic target without making matters worse. In my remarks today, I’ll say why I think that logic has misconceived the inconsistency strategy and has fallen into tactical disarray.  The best place to start is with a theorem called ex falso quodlibet which, loosely translated, says that from a logical falsehood every statement whatever follows of necessity. If we accept that B follows of necessity from A just in case it is not logically possible for A to be true and B not, then ex falso easily drops out. If A is logically false, it can’t possibly be true. So it is impossible for both A to be true and any B conjointly false. An information-system in which the negation of a derivable sentence is also derivable is said to be negation-inconsistent. In the 1920s, Emil Post showed that any negation-inconsistent system that conforms to ex falso is also absolutely inconsistent, in the sense that each and every sentence of this system also follows, as does its own negation.  The reverse implication is plain to see. From this it follows that any system with even a smidgeon of inconsistency detonates into inconsistency everywhere.
 Inconsistency goes viral.
There are a hardly any logics of inconsistency-management. That is to say, there are scant few of them describing how the real-life cognitively competent human agent copes with his inconsistencies without falling into cognitive bankruptcy. What these logics try to do is describe how formal logistic systems, not flesh-and-blood people, manage to keep themselves from falling into the chaos of absolute inconsistency. In so doing, it is thought in some quarters that paraconsistent models formally represent how you and I should do the same. Most, by far, evade the question of whether its measures are consciously implementable, as opposed to enactable in the down-below.
 Many carry the unearned assumption that any real-life agent not implementing the system’s routines would be less than rational. This raises the possibility that paraconsistent models are afflicted by unrealities of a kind similar to those that afflict macroeconomic models, but in this instance without much prospect of ever successfully coming down to reality. This, for me, is a question of a more general methodological significance. It is the question of how mathematically contrived models can formally represent properties of real-world interest without making them unrecognizable in the models. Because time is limited, I’ll not take up that question here. I must say, however, that, in more instances than not, the distortion-beyond-recognition problem remains largely unsolved.

Virtually without exception, a paraconsistent logic is one in which ex falso fails.
 The name “paraconsistent” was coined by Miró Quesada and Newton da Costa in 1976, but important paraconsistent logics preceded their baptism as such. Jaśkowski’s contradictory deductive systems in 1948 and Ackermann’s system of Strenge Implikation in 1958 are influential examples, as are the relevant logics of Pittsburgh and Bloomington, and also Canberra and Melbourne.
 In all these logics, the disposal of ex falso is a primary objective, but an even more pressing one was the destruction of the 1932 Lewis-Langford proof of the dread theorem.
 Here it is schematically rendered:
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By far the most prominent point of attack by paraconsistent critics has been the validity of  the disjunctive syllogism rule DS. Others have questioned the joint validity of (-intro and DS. A third complaint is the failure of the truth functional connectives to capture the real meanings of their natural language counterparts. A fourth is the refusal of the conjunction rule.

There is no need to go into the details of how well or badly the L&L proof has weathered the paraconsistent pressures of rival logistic systems. Suffice it to say that, as presented in Symbolic Logic, the proof was a construction within the truth-functional propositional calculus in relation to the uninterpreted language of that system. Even so, its authors went on to claim that their proof conformed to the ordinary meanings of “proof” and “inference”, that is, to their meanings in English. My reaction to this assertion is that if it were true, it would only stand to reason that there’d be an informal proof of ex falso that is valid for English, and in which no truth-functional formal connective need appear. Let S schematize an English declarative statement, and then see what happens.
1. S and not-S.
by assumption

Then on the principle that no proposition can possibly be concurrently true and false, it follows that

2. S and not-S.

Then on the principle that “both follow” implies “each follows”
3. S.
By the principle that if some statement follows, so too does at least one of any cluster of propositions in which that one occurs, we have it from (3) that
4. At least one of S, S* follows, for arbitrary S*.
By the reasoning that took us from step (2) to step (3), it follows that

5. not-S.

On the principle that if at least one of two statements follows and it’s not this one, then it is the other one, we have it that it follows from (4) and (5) that

6. S*.

It is my respectful submission that what we have here is a truth-preserving derivation of arbitrary S* by a chain of reasoning ensuing from the assumption of “S and not-S”
, from which by the logic of truth-preservation it follows that 

7. For any S and S*, “S and not-S” entails S* on the meaning of “entails” in English. 
Accordingly,
(a) All the above-reviewed inconsistent systems detonate. Five Eyes does, classical mechanics does, and old quantum theory too. Human memory does and so too do the belief-systems of mankind. Everything true in those precincts has a derivable negation there.

Moreover, 

(b) Virtually anyone of the comparative few who knows that (a) isn’t in the least molested by knowing it.

And yet

(c) None of these systems lacks practical value, nor would the human cognitive economy be bettered by their abandonment. It is very much the other way around.
 
What I’ve been trying to do in this section is to marshal two facts into an instructive coalition. To help box our compass, consider all the knowledge of astrophysics that was gleaned from Philosophiae Naturalis Principia Mathematica of 1687. The one fact is a logical fact. The other is an empirical one. The logical fact is conveyed by proposition (a), which says that all the systems in question are absolutely inconsistent, including Newton’s. The empirical fact is conveyed by propositions (b) and (c), which say that people who know this aren’t much troubled by it, no doubt because of the indispensable cognitive utility of those systems. The two facts lie in fateful conjunction. Given that we know these facts to be true, there is a pressing need to explain how they came to be so. With that comes the necessity of determining how knowledge is extracted from information-systems within which the negations of all its sentences follow. We know that these systems detonate derivationally. We know equally well that they do not detonate epistemically. This sets up a key question. By what mechanism do we determine that certain of these detonationally derived sentences are truth-tracking, whereas others are not? Similarly, how does it come to pass that there is much to learn, much knowledge to be gleaned, from Newton’s mechanics and Bohr’s quantum theory? How is it possible for all of what we know of such things to have come from true beliefs, each of which has a validly derived negation within? 
5. The knowledge non-preservation of consequence


Every system, consistent or not, has a countable infinity of deductive consequences. Even a simple system with a mere scatter of sentences and the sentential connective for or-introduction has an infinite closure. Any theory which advances our knowledge of its subject matter is like this too. Peano arithmetic has an axiom which says that zero is a number, from which it follows that (i) zero is a number or it is nice in Nice in June, and (ii) that either water is the very same thing as H2O or not. Both these propositions are true and follow from the Peano axiom in a truth-preserving manner, but neither tells the truth in a way that advances our knowledge of the natural numbers. Neither of them is a truth of Peano arithmetic. The moral is that truth-preservation is no guarantor of subject-matter preservation. This is a point worthy of some official notice:

(1) A limitation theorem for PA truth: There are infinitely many true consequences of the Peano axioms that aren’t truths of Peano arithmetic. 


When Peano wrote down his axioms – actually an updated version of Dedekind’s – his object was to capture all the true propositions of natural number theory. For that objective to be fulfilled, the theory would have to be governed by a built-in irrelevance filter, whereby the demonstrative output of the axioms would link to true sentences of number theory. To the best of my knowledge, there has been little recognition of this device and virtually no theoretical working-up of how it functions or how it made footfall in the economies of human cognition.


Frege’s axiomatization of sets was making the rounds of working mathematics in the closing two decades of the nineteenth century. It turned out that the axioms harboured an inconsistency, sending shockwaves in some sectors of the set-theoretic community. People abandoned “intuitive” set theories in droves.
 The neurotypical person at large might not be ruffled by an occasional inconsistency – especially if he didn’t realize its provisions for omniderivability ( but among mathematicians both then and now it is a house-rule that a system blighted by inconsistent axioms cannot be allowed to stand. We might think that set theorists gave up on Frege’s set theory for good. The truth is that some did and others didn’t. People who still do set theory Frege’s way are fewer than those who don’t. But the fact remains that those who do it Frege’s way manage to convey a lot of perfectly solid knowledge of sets. 
Roughly speaking, the majority is made up by set theorists, whereas the minority is made up of people who either teach introductory set theory or use it as a tool for advancing non-set-theoretic agendas. For example, to understand model theory, it is necessary to have some grasp of sets. It is not necessary that it be a post-paradox understanding. A recent teaching example, is Guam Bezhanishvili and Eachan Landreth, An Introduction to Elementary Set Theory available on the MAA100 website of the Mathematical Association of America at http://www.maa.org/press/periodicals/convergece/an-introduction-to-elementary-set-theory. In this text, the Russell paradox is clearly identified and briefly discussed. It is then set aside with the explanation that its further treatment is unnecessary for the purposes of the course. Almost certainly these authors are classically minded about logic, and must know about ex falso. Every true sentence of their book has a derived negation, and yet there is a lot of solid knowledge about sets which the book imparts to students. 

In the matter of unwanted consequences, the Frege-situation steals a step on the Peano’s. Frege’s logic has an infinite closure of the sort that Peano’s axioms has, but it also included in that closure the negation of each of the sentences in it. An irrelevance-filter might keep the consistent parts of that closure from conveying non-set-theoretic truths – “( is a set or Nice is nice in June” is not a true proposition of set theory. But can it also deal with the falsehood “( is not a set” on grounds of irrelevance? The answer, I think, is that Gabbay-Woods agenda-relevance has a shot at providing this service. The set theorist’s agenda is to pick out the true propositions of set theory from the transfinite closure of his axioms. Should his axioms be inconsistent, his agenda doesn’t change. Even if every truth of set theory has its negation in the axioms’ closure, the fact remains that none of them will be true. On the G-W model, agenda relevance is a causal relation defined over ordered quadruples (X, I, K, A(, where X is a cognitive agent, I is information, K is X’s current and/or background information together with his present cognitive capacities, and A his cognitive agenda. Then

G-W agenda-relevance: I is relevant for X with K and A iff in processing I, X is put in a state of mind contextualized by K which advances or closes A.

In the situation presently in view, X is set theorist or teacher, I is made up of the intuitive axioms, K by a working knowledge of mathematical practice, A is a desire to get at what these axioms tell us about sets. If K also includes an agenda-irrelevance filter, his agenda would progressively advance towards agenda-closure. That alone may be reason enough to propose the agenda-irrelevance filter thesis as an abduced working hypothesis. If such a filter exists, it lends some operational significance to the metaphor of an investigator’s “nose for the truth”, which Peirce recognized as a cognitive instinct. Accordingly,
(2) Inconsistency is no bar to knowledge: An absolutely inconsistent theory can be a true theory and a knowledge-acquiring and knowledge-advancing one, if it is equipped with an agenda-irrelevance filter that enables subsets of its deductive closure to be truth-tracking. These would be subsets sufficient for agenda-closure.
Call these theories “detonated but epistemically productive” ones – DEP theories, for short.

Let me now close this section with an abduction.

(3) The down-below abduction: The hypothesis that best fits the available empirical evidence is that the cognitive system of the individual human being embodies a DEP architecture operating, for the most part, down below.

Of course, critics will cavil, and up to a point rightly. I’ve speculated on the operational roles of two directly unevidenced cognitive filters, which screen out the true irrelevancies of consistent systems and the falsities of inconsistent ones. I have offered no head-on experimental evidence for its existence. So why isn’t this just hopeful smoke-blowing? I respond as follows: (i) It is no intrinsic condition on the soundness of an abductive inference that it provide any evidential support for the hypothesis of the abduction. (ii) Since most of the conjectured workings of DEP systems happens in the unintrospectable down-below – DEP performance is depth performance – would my critics do me the kindness of explaining how the absence of directly confirming evidence weighs so heavily against my hypothesis?

6. What now?
 
I have just about exhausted my time. I’ll close with a few remarks about how I see what lies ahead. I see an approach to the rational management of knowledge-imparting, yet absolutely inconsistent, systems in which the following conditions are heeded. 

· The abductive condition: How we do as well as we do with absolute inconsistencies is not accessible to introspection. So a knowledge of how we manage it will have to be arrived at abductively.
 

· The empirical scrutiny condition: The abductions won’t work ( won’t be triggered ( unless grounded in close observation of human cognitive behaviour on the ground, in all contexts of cognitive engagement and at each level – up and down – of cognitive processing.

· The constraint on formal modelling condition: In the absence of formal representability proofs, the formal models approach – including the IRDL approach to inconsistency robust direct logics – will have to be scaled back. What remains of it will have to be more closely integrated with increasingly large and judiciously collected empirical data-sets.

· The ex falso-accommodation condition: All of the going approaches to logic, AI, epistemology and cognitive science will have to be re-engineered to accommodate the impact of ex falso.
We began with big inconsistency-robust systems, and soon began to see that the concept of inconsistency-robustness was one which travelled to profitable advantage from the original grasp of Inconsistency Robust Direct Logic to various other precincts of human cognitive performance. In due course, pervasive inconsistency was superceded by absolute inconsistency, therewith switching the focus considerably. All the same, the IR concept remains independently important and separately investigable. The reason why is that pervasive inconsistency doesn’t arise from ex falso, whereas absolute inconsistency has no foundation in IR, whether or not ex falso is, as I think, actually the case. What I hope to have shown here is that even if ex falso weren’t true, it wouldn’t matter. The point is that if it were, the individual human agent would have the means of keeping his detonated systems on track for truth and knowledge.

A parting word about inconsistency robustness. In section 2 I noted that questions might reasonably arise, answers to which are not evident in the IR literature or anyhow in the Hewitt-Woods volume. How do we know when a big information-system has the properties that make it inconsistency robust? How do we know that the Korean health care system is pervasively inconsistent in an empirically discernible way? How do we know whether those inconsistencies are irremediable short of practical collapse? I said that for the purposes of today’s talk, it doesn’t matter whether any of the systems cited here has the properties imputed by IR-theorists. What might matter is whether any of them has the slightest presence of inconsistency. From then on, the purpose of my talk is to show that not even that matters in any cognitively destructive way.

I thank you for your kind attention, and look forward to the discussion that now follows. 
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