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 ABSTRACT
Here is a brief tour of the paper to follow. In section 1, I invoke a three-part distinction between a proposition’s having consequences, a person’s spotting or recognizing them, and a reasoner’s drawing them. I argue for the centrality of this trichotomy to the logics of argument. In section 2, I find the first intimation of the trichotomy in Aristotle’s distinction between syllogisms as-such and syllogisms in-use, and in his perfectability thesis as well. The trichotomy is also loosely discernible in many present-day writings, but in a less controlled way than in Aristotle. Section 3 turns to the distinction between implication and inference, and to an allied distinction between inference and argument, in which I argue that, all things considered, a good theory of argument cannot be a good model of human inference. Section 4 discusses the normativity problem, which arises from the presumption that idealized models of human cognitive behaviour – for example, the probability calculus for belief intensities ( are normatively authoritative for real life reasoning. I argue that the normativity presumptions of idealized rationality have yet to be justified satisfactorily. Section 5 calls upon differences, lightly touched upon in section 3 between conscious and unconscious cognitive processes or cognition “up above” and “cognition down below.” Section 6 turns to some recent developments in the more formal precincts of argument theory, whose purpose is to bring mathematical models of intelligent interaction into closer harmony with what actually goes on in real-life contexts. I argue that the extent to which that objective is fulfilled those models fall prey to the normativity problem. Section 7 investigates the vulnerability of nonmonotonic premiss-conclusion links to the openness of the world. Section 8 follows up with the suggestion that nonmonotonic consequence relations aren’t consequence relations at all, but rather epistemic relations instead; which calls attention in turn to the depth of the implication-inference divide. Section 9 emphasizes the importance of facts on the ground for the logic of argument, citing the behaviourally discernible trichotomy between arguing for, arguing against and arguing with. It is tied to our earlier consequence trichotomy of having, spotting and drawing, and also to the difference between case-making and face-to-face engagement. I argue that face-to-face combatative case-makings are comparatively rare and in general strikingly difficult to do well. Section 10 offers a tentative (and limited) solution of the normativity problem. It proposes the default condition, that in the case of premiss-conclusion reasoning, how reasoning normally plays out in the conditions of real life is the way it should play out in those circumstances. Section 11 invokes the distinction between arguing and meta-arguing, and cites the difficulties inherent in the latter as one of the reasons for the relative infrequency of face-to-face combat arguments. Section 12 discusses the distortive influences of paradigmatic theories such as Bayesianism, especially as a constraint on what is considered good research practice. It concludes that an uncritical deference to dogmatic paradigm can be intellectually pathological. A steady-handed naturalism is the recommended antidote.
1. DATA, CONSEQUENCE AND INFERENCE
Universities are large complexes of disciplines whose root-and-branch purpose is the transmission and advancement of learning by various methods of enquiry. One of these is the collection, storage and communication of information accrued to date. Another searches for data not yet known. The first of this pair archives our epistemic inheritance. The second prospects for new veins of epistemic gold. Quite often the things we want to know – our epistemic targets, so to speak – can be catered for in these very ways; but not by any means always, or even oftener than not. Of at least equal importance, therefore, are mechanisms for mining both sources of information in ways that release their stored potential for new knowledge – not, mind you, new facts, but rather the investigator’s newly acquired grasp of them. Even if the archiving and prospecting aspects of our agendas for hitting epistemic targets were fairly straightforward (they aren’t alas!), the mining component would be several orders less so. Here is why. At the centre of it all is the plain fact of logic and life that the information stored in data bases stands in various kinds of following-from relations to other data not in the express purview of the data on hand. Philosophers, and nearly everyone else, have adopted a standardized way of making this point. If we think of data on hand as propositions available for premissory use and a following-from relation as a relation of premiss-conclusion consequence or implication, it is easy to see that the data-mining
 that I have in mind here pivots on a threefold distinction between and among
(a) consequences that premisses have,
(b) spotting consequences that premisses have,
    and 

(c) drawing spotted conclusions. 
I want for now to refer to these premiss-conclusion patterns neutrally, as “premiss-conclusion structures”. In short order, I’ll explain why.


Notwithstanding their common attachment to the notion of consequence, there are key differences among these three. Let B be some remote and arcane consequence of the axioms of Robinson Arithmetic.
 It is hardly possible that more than a comparative handful of people would know of this, if any at all. Suppose that no one does know or ever will. It is taken as given by working mathematicians, and any philosopher free of epistemological neuroses, that this not-knowing in no way molests that fact that B really is a consequence of Robinson Arithmetic. Their view, though not in these words, is that since consequence-having obtains in logical space, what people know or don’t is irrelevant to what holds there. The notion of logical space is a metaphor. Its principal intent is to emphasize that propositions have consequences, or not, independently of cognitive engagement.

If consequence-having obtains in logical space, consequence-spotting occurs elsewhere. It occurs in psychological space – in the spotter’s head, indeed in his “recognition subspace”, as we might say. If so, consequence-drawing likewise occurs in psychological space, in a sub-region of psychological space which I’ll call his “inference subspace”, within which consequences are believed for a reason, and the reason is supplied by the premisses from which that conclusion follows. It is easy to see that consequence-spotting and consequence-drawing are natural processes. When they occur they do so on the four-dimensional wordline of some or other individual. It strains credulity to think that anything like this is what happens when B is merely a consequence of A. We have here two more spatial metaphors, each of which ties consequences to minds. In psychological space, consequences can be recognized without being drawn. In inferential space, recognized consequences are drawn.

I said three paragraphs ago that I wanted to be able to speak of premiss-conclusion arrangements as structures, and to use the word “structure” in a neutral way. Readers might have wondered why? Where is the need for all this mystery and caution when the very words “premiss” and “conclusion” blow the mystery away? As every logician will know, surely  premiss-conclusion structures are arguments. Why would I be so coy about them? Here is why. Logicians have also learned to expect that whenever C is a consequence, say, of A and B there is a derivationally cogent argument (A, B, C( whose conclusion is the consequence C and the other two its premisses. If C is a truth-preserving consequence of A and B, then the cogency possessed by the corresponding argument is conferred by the argument’s validity.

Since consequence-havings obtain in logical space, it would seem that their corresponding arguments also do. This alone lends to the words “premiss” and “conclusion” a somewhat strained and artificial feeling. An argument in logical space is nothing but a sequence of formulas, whose “conclusion” is just its last member, and whose “premisses” are the ones left over. “Conclusion” is especially suspect. Conclusions are the result of concludings, but there are no concludings going on in logical space. The reason why is that there are no people there.
2. ARGUMENTS, ONE AND MANY

Logicians have known since the very founding of systematic logic that two notions of argument have been in play, each under the name of syllogism. A syllogism is a valid argument subject to tough conditions on premiss-selection. The core notion of syllogism is simply an ordered sequence of propositions fulfilling the validity condition and the others purpose-built for syllogisity. These, we might say, are syllogisms-as-such, and they too reside in logical space.


In contrast to these are syllogisms-in-use. They must meet the core as-such conditions, plus such further requirements as serve the particular objectives at hand. Some syllogisms-as-such occur in what we might think of as public space, in which argument is conversationally expressed, face-to-face and in real time. Along with this division of syllogisms as to general type, correspondingly different names arose for their respective theoretic treatments. Syllogism-as-such would be handled by analytics (or, as we now say, by logic) and in-use syllogisms would be the business of dialectic. At least this would be so when syllogisms-in-use are refutations. There are two things wrong with these baptisms. One is that the name “analytics” didn’t stick. The other is that the word intended to replace it came to be used with a permissiveness that dishonoured the dichotomy it was originally intended to draw. In time, “logic” would take on an ambiguity enabling its employers to speak openly of dialectical and dialogue logics, as well as logics that are neither. In the Organon, Aristotle selects four types of in-use argument for particular attention. In addition to refutation arguments, they are instruction arguments, examination arguments, and demonstrative arguments from the first principles of science.
 Aristotle treats refutation arguments in On Sophistical Refutations, and demonstration arguments in the Prior Analytics and, to some extent, the Posterior Analytics too. Instruction and examination receive no like treatment. They are noted without much in the way of follow-up development. More’s the pity, too. Dialectical considerations arise for refutations, but are neither intrinsic to nor frequently present in instruction and examination arguments, nor indeed in demonstration arguments either.
 Public space is another metaphor. It is inhabited by entities with minds, public languages and interpersonal goals, hence is a subspace of psychological space.


A further example of syllogisms-in-use is examined in the Rhetoric, which centres on arguments whose aim is persuasion and whose core underpinnings are enthymematic syllogisms, some of whose premisses, while missing, nevertheless remain operational.
 All these types of syllogisms-in-use, in one way or another engage with their advancers’ heads, and usually with their voice-boxes too, and therefore inhabit the public domain, which is in turn is part of  the natural world. 

My remarks about Aristotle are not an idle historical diversion. I recur to Aristotle because of his foundational importance for the theory of argument. The having-spotting-drawing trichotomy is clearly discernible in his distinction between as-such and in-use syllogisms and the perfectability proof of Prior Analytics. Distinctions such as these are crucial for the theory of argument. We ignore them at our peril.
For any syllogism-in-use, it is a necessary condition of adequacy that at its core there be a syllogism-as-such. In which case, the rightness of arguing in public space partly depends on what obtains in logical space. In so saying, philosophical anxieties start to stir all over the place. How, it is asked, can what happens in logical space exercise any dominion over what happens on the four-dimensional worldlines of natural organisms, at the intersection of which is precisely where we find the public domains of mankind? Whether under the name of Benaceraff’s Dilemma or none, this is a question as old as the hills.
 I propose to give it no further mind here, beyond noting a recent occasion for ridding ourselves of the problem by the systematic reinterpretation of logical-space properties as public-space properties. In which case, successful reinterpretation might be said to reduce all logical space argument to in-use argument, to face-to-face goings-on in the agora, the senate, the talk show, the kitchen table and Flanagan’s Bar and Grill. Let’s briefly turn to this now.
In its exuberant expansion from its founding by von Neumann and Morgenstern in 1944
 and the refinements of Nash
 in the early 1950s, the game theoretic orientation adopted by logicians began innocently enough with the dialogical work of Lorenzen and Lorenz in the 1960s.
 We don’t get to game-theoretic logic proper until the latter 1960s
. Game theoretic logic is adapted from the mathematical theory of logic games. It owes its peculiarities to a distinction between two kinds of rules for logic. Some are rules of procedure that regulate the exchanges between rival payers. These are called structural rules (although not, to be sure, in Gentzen’s sense). The others are the logical rules, whose function is to define the logical particles of the players’ language ( its connectives, quantifiers and the like ( and its key metalogical properties, such as deducibility, semantic consequence and logical truth. What makes this logic a game theoretic logic is that all these logical items are wholly defined by rules providing selective constraints on combatants’ respective moves and countermoves. Take the universal quantifier as an example. Let ⌐A[x]¬ be a formula, with x’s occurrence possibly free. When one party advances ⌐(x A[x]¬,  his opposite number must select a constant a for x and challenge the first party to defend ⌐A[x]a¬. This defines the meaning of the universal quantifier “(”. Accordingly, logics of games are not open to truth conditional semantic interpretation.
 
A game theoretic logic is intrinsically dialectical, both at its core and through-and-through. One might argue that since games and gamesters are occurrences in the public spaces of the natural world, all of logic ( not only the parts governed by the structural or procedural rules but also the part covered by the logical rules ( obtains, not in logical space, but rather right down here in terra firma. If that worked out properly, perhaps we would have rid ourselves of the dreaded Benaceraff’s Dilemma by the simple expedient of denying to logical space anything of value for it to offer to logic. Strange to say, as far as I can determine no game theoretic logician to date has availed himself of this relief. It is quite the other way. Logical space is busier than ever, now liberally stocked with idealized representations of agents and actions and of flurries of forms of intelligent dynamic interaction. It is the very place to which the modern game theoretic logician redirects talk about what happens on the ground. 
3. INFERENCE AND LOGIC
In a justly famous paper from 1970, Gilbert Harman mounted an argument for freeing consequence-drawing from the over-strong conditions on consequence-having.
 When consequence is truth-preserving, it is Harman’s view that the rules of logic apply without exception to consequence-having, but break down convincingly in their application to drawing or inferring. He cites modus ponens as an example. MP, he says, is a valid condition on having, but when re-expressed as a rule of inference, it is easy to see that it fails in lots of quite commonplace situations. If, for example, we believe at t that A and also that if A then B, we are presented with options. One is to do MP’s bidding and draw B. Another is to refuse B and drop A. Yet another is to retain A, refuse B, and, then to drop “if A then B”. Put Harman’s way, truth conditions on implication can’t, just so, function as valid rules of inference. Put my way, it comes to the same thing. The conditions on having can’t, just so, function as valid rules for drawing.
 By now this is old news for argument theorists, certainly anyone who has some acquaintance with Harman’s 1970 paper or his 1986 book. Logicians at large are less aware of Harman’s point, or perhaps not as much impressed with it as they should be. One reason for this is that some of them actually think that the ideally rational reasoner will draw every logical consequence of anything he believes.
Harman also finds fault with the idea that inductive reasoning is regulated by the axioms and rules of the probability calculus. He takes belief-change as an example. It is a commonplace of daily life that, second-by-second, new information hits the processing sensors of the human organism, giving both occasion and necessity for belief-update and/or belief-revision. If our belief-change inductive procedures were indeed determined by the laws and calculation rules of the probability calculus then, upon the arrival of twenty items of new evidence, the human inferer would have to perform one million operations, and a billion were those twenty new bots of information to expand to thirty. This is computational explosion beyond any remotely credible reach of even a really terrific human belief-changer. So Harman concludes that, while the rules of the probability calculus might be all right as conditions on inductive consequence-having, they cannot be right for inductive consequence-drawing.
If Harman is right, it raises an important question for argument. We would seem to have it that since conditions on consequence-having don’t direct all the traffic for consequence-drawing, the same might well be said of argument. Using Aristotle’s example again, the conditions on arguments in the form of syllogisms-as-such would not call all the shots for arguments having the form of syllogisms-in-use. This is manifestly the case for Aristotle. The question is whether it should also be the case for us. My own answer is manifestly yes. If Harman is right about the implication-inference divide and I about the logical space-public space distinction as to argument type, a further question arises. Do these two distinctions coincide in any metaphysically principled way? Is inferring consequences in psychological space the same as arguing for them in public space? 
I have a brief answer to this question, here more promissory than definitive.
 If we allow, what virtually every cognitive scientist avers, that psychological space operationally divides into a subspace that falls within the eye of the conscious mind, the conscious reach of the heart’s command and the human jaw-bone and voice-box, and other regions in which none of this is true, then we have a rough working distinction between cognition “up above” and cognition “down below”. It is an operationally significant division, made so by the abundantly attested-to fact that nothing goes well up above unless requisite things go well further down. Should these claims hold true, there is a large likelihood that cogent arguments transacted up above would be impossible in the absence of smooth sailing further down. Which leaves the further suggestion that, while public space arguing is not, just so, inference, it is nevertheless causally supported by inferential traffic below. But now the question is whether inference down below can be modelled by arguing up above. My own indlincation is that in the absence of a representability proof all modelling talk is flatus vocis. Think here of the formal representability proof for primitive recursive functions in Gödel’s incompleteness theorem for formal arithmetic, as well as the statistical representation theorems for Field’s nominalistic recasting of thermodynamics.
 
There is these days more modelling going on than you can shake a stick at. We all do it, certainly all the authors discussed in this essay. For economists it is as natural as breathing, just as it is mother’s milk for physics. There is an amusing story making the rounds. Physicists are said to have two reservations about biologists. They aren’t as good as they should be at data-analysis, and they aren’t good enough at modelling. Perhaps this is more of a joke than strictly true, but it makes a serious methodological point even so. It tells us that models aren’t free for the taking and that saying that this models that is not enough to make it true that it does.
As we cast our eye over the startlingly numerous claims of modellability, whether in informal logic, pragma-dialectics, most by of dialogue logic, public announcement logics, and on and on, there is scant trace of such theorems, or notice of their importance. So the answer to which I default is that

· Logics of arguing do not model logics of human inference. 

4. THE NORMATIVITY PROBLEM
A growingly influential development in contemporary philosophies of knowledge carries
a warning label, albeit wholly free of admonitory intent, calling itself by the name of formal epistemology. It over-simplifies things to say that formal epistemology is the probability calculus in application to procedures for drawing inferences, refreshing belief, and making decisions. It is nearer the mark to say this of Bayesianism, and even closer still to say that Bayesianism is a dominating presence in formal epistemology. For present purposes this is domination enough to let Bayesianism stand in for them all. Harman’s point is that virtually all of formal epistemology is wrong for inference, made so by its subscription to the idea that good inference requires comportment with the theorems and rules of the probability calculus. If, as it certainly must be, the probability calculus is empirically false for human belief change and inference, why wouldn’t we just jettison probability theory as the way to model it?
There is a widely respected answer to this challenge. It proposes that Bayesian probability theorists never intended empirically accurate descriptions of how inference actually plays out on the ground. Its purpose rather was to construct a set of idealized and normatively binding procedural rules for drawing inferences in the right way, in the way that inferences should be drawn. In the interests of space, I’ll limit myself to just a few of the traditional examples of these idealized norms. One is that the human consequence-drawer has perfect information with respect to premiss-selection. Another, as mentioned, is that he closes his beliefs under truth-preserving consequence. A third is that the ideally rational reasoner knows every logical truth. None of these assumptions stands to any finite degree a chance of being even approximately right empirically. It would be a mistake to over-rely on these extreme absurdities. Various remedies for reducing their offensiveness float about in the literature. But the basic point still holds. It is that the question of what grounds the normative authority of these transfinite falsehoods and various others of only finite awfulness is not only rarely posed by the very people who invoke them but still less attracts a satisfactory answer.
 To the best of my knowledge, there are only two veins of thought about this. One is that the site of the normative authority of empirically false idealized norms of inference lies in the meaning of the word “rational”. The other locates their authoritative source in social harmony. Let’s take these in order.

Concerning the first, it suffices to ask whether any known theory of the meanings of English by an empirical linguist supports the proposition that it follows from the meaning of the English word “rational” that the rational agent closes his beliefs under consequence. The social harmony answer is a variation of what later would be called reflective equilibrium. The source of it all was Nelson Goodman’s 1954 book Fact, Fiction and Forecast.
 Goodman writes:
Principles of deductive inference are justified by their conformity with accepted deductive practice. Their validity depends upon accordance with particular deductive inferences we actually make and sanction. If the rule yields unacceptable inferences, we drop it as invalid. Justification of general rules then derives from judgments rejecting or accepting particular deductive inferences. (pp. 63-64)
Goodman provides the same test for the correctness of the rules for inductive inference, in Ways of Worldmaking.
 When those principles are taken to be, or to ineliminably include, the principles and rules of the probability calculus, the Goodman Test provides as follows:

· The rules of the calculus are justified by their fit with confident practice, and practice is something to be confident about by its fit with the probability rules.
Suppose that the Goodman Test is the right test.
 To see whether the probability rules fit with it, it is necessary to identify the “we” of the quoted passage. If we are the we of that passage – that is, if we is all of us – then the probability rules fail the Goodman Test hands down. On the other hand if “we” denotes the considered judgements of Bayesian epistemologists, the probability rules pass Goodman’s test, leaving a further question to ask and an embarrassing fact to notice. The question is “What justifies this deference to the very folk who condemn all the rest of us for our systematic inferential irrationality?” And the fact to notice is that, in their own inferential lives, these same experts massively discomport with their own professional judgements of inferential rightness when, after a hard day at the office, they head off to Flanagan’s Bar and Grill. So we are only left to ask, tu quoque, why  their own heedlessness hasn’t disturbed their confidence in their professional judgement?
 See the story about Raiffa and Nagel forthcoming in section 6.
5. A NEUROSCIENTIFIC RESPONSE

These days there is simply no shaking Bayesian confidence. This should give us pause.
Mightn’t there be some reason in this steadfastness to look for something about which Bayesianism could be plausibly held to be true? To explore this further, it will be helpful to re-invoke our distinction between cognition up above and cognition down below. In Agenda Relevance, Gabbay and I noted the vastness of the difference between the two regions. Cognitive processing up above is in varying degrees, conscious, agent-centred, controlled, attentive, voluntary, linguistically embodied, semantically loaded, surface-processing, linear and computationally weak.  Processing down below has none of these attributes and in varying degrees at least most of their opposites. It is unconscious, agentless, automatic, inattentive, involuntary, nonlinguistic, semantically inert, deep, parallel, and computationally luxuriant.

Perhaps this has something to do with the thermodynamic fragility of conscious states. In the sensorium which stores information from the five senses, the information at any instant is reckoned to be 11,000 bits. When admitted to consciousness, there is an informational collapse from 11,000 bits to 40. If the information is given linguistic expression, there is more attrition still, from 40 bits to 16.
 We already have reason to think that up above processing won’t go well unless things also go well in a supporting way down below. The thermodynamic costliness of consciousness suggests a reason why. It suggests that the up above is much too resource-poor to handle the load and complexity of our cognitive agendas. This leaves as a further suggestion that the thing that Bayesians think that they are right about they aren’t and what they might be right about isn’t the thing they originally had in mind. It is wrong for up above, but it might be right for down below.


This is where neuroscience might be of some help. In recent studies the thesis has been advanced that Bayesian frameworks are not just a plausible way of interpreting the brain’s behaviour but are a way of achieving descriptive accuracy about the brain’s mechanisms and operations.
 Of course, one of the discouraging things about the brain sciences is that almost nothing of the brain lies exposed to conscious inspection. The brain is needed for up above processing but it is not itself an up above resident. We experience ourselves as thinking but we do not experience ourselves as doing what the brain does.
 Most of what scientists know (or think they do) about the brain is conjectural, using the devices of Peircean abduction. And, as Peirce himself would assuredly have supposed, the routines of abductive reasoning lie mainly in the down below. The critical question for us is whether supposing the brain to implement the regulae of the probability calculus would overcome Harman’s computational explosion problem. It is true that, when compared to the up above, the down below is a computationally robust parallel processor. But does it have thrust enough to solve an intractability problem as hard as Harman’s? The short answer is that we don’t know (yet). It wouldn’t hurt to try to find out.

Meanwhile, there are two further things to note about the descriptive accuracy thesis for Bayesianism. One is that it has its critics, Stephen Grossberg for one:

The world is filled with uncertainty, so probability concepts seem relevant to understanding how brains learn about uncertain data. This fact has led some machine learning practitioners to assume that brains obey Bayesian laws (e.g. Knell and Poujet (2014) and Doya et al. (2007)). However, the Bayes rule is so general that it can accommodate any system in Nature. This generally makes Bayes a very useful statistical method. However, in order for Bayes concepts to be part of a physical theory, additional computational principles and mechanisms are needed to augment the Bayes rule to distinguish a brain from, say, a hydrogen atom or a hurricane. Because of the generality of the Bayes rule, it does not, in itself, provide heuristics for discovering what these distinguishing physical principles might be.

     The second thing to heed, should the descriptive accuracy thesis turn out to be true, is that
     this alone removes the need for normative presumptiveness as a means of compensating
     Bayesianism for its descriptive inaccuracy. If it is not descriptively inaccurate in re the brain,

     there is nothing in it that requires compensation; and as long as they stick to the brain there is

     no reason why Bayesians can’t leave the normativity question open. Indeed it is not clear
     whether it even arises for brains.
Where does this leave us, then? Our question in this section has been whether human
     consequence-drawing falls under the normative control of the calculus of probability. The
     question that preceded that question was whether righteous consequence-drawing can be

     modelled to advantage in a theory of social argument. I have already put in my two cents

     about that matter. I have said that I default to the negative answer. What I now want to say is 

     that if the rules of social argument did faithfully reflect the rules of the probability calculus,

     the answer to the prior question would now become definitely no. Of course, the extent to
     which “no” is the right answer may well depend on how much of social argument is
     transacted in the public spaces of up above.

6. HEAVY EQUIPMENT TECHNOLOGIES

What is particularly striking about the modern logician’s affection for logical space, is the

sheer lavishness of his provisions for it. In earlier times its population, though transfinitely large, was not an especially varied one. Its inhabitants were abstractions from utterances, a consequence relation defined over them and sequences of these, and additional properties of interest defined for them. But there were no people in logical space, no places or times, no actions or interactions, no change, no contexts; and needless to say, no properties of them and no rules or norms governing performance. These days, however, all these omissions have been repaired, not literally mind you, but figuratively. Logical space is fairly chock-a-block with idealizations and mathematical representations of these real-life entities. Why, logical space is now a flourishing cosmopolis that thrills to the discoveries that heavy equipment technologies make possible. Since our topic is argument, I’ll confine myself to a brief description of two examples of the work of the heavy equipment logic of argument.

In his dynamic epistemic logic, Johan van Benthem and like-minded colleagues have constructed a complex technology for the execution of what they call the “dynamic turn”. It is an impressive instrument of many moving parts. Here is  partial list: categorical grammar, relational algebras, cognitive programming languages for information transfer, modal logic, the dynamic logic of programs, whereby insights are achieved (or purported) for process invariances and definability, dynamic inference and computational complexity logics. Synthesis give rise to a unified theoretical framework for the investigation of every variety of intelligent interactions within human societies. And when it comes to argument van Benthem sees interactive argument “with different players as a key notion of logic, with proof just a single-agent projection.”

The second example is the heavy equipment technology of the logic of attack-and-defend networks (ADN), developed by Howard Barringer, Dov Gabbay, and your obedient servant in a number of recent papers.
 Here, too, we find a good many moving parts – from unconscious neural nets to adjustments for various kinds of conscious reasoning. The ADN paradigm unifies across several fields, from logic programs to dynamic systems. ADN systems pick up interesting properties along the way – some pertaining to equational algebraic analyses of connection strength, where stability can be achieved by way of Brouwer’s fixed point theorem. When network processes are made sensitive to time, logic re-enters the tableau, involving quite novel modal and temporal languages.   

I have two things to say against these heavy-equipment argument technologies. One is the myriad ways in which they advance and sanction empirical falsehoods. The other is the failure to convincingly ground the presumption that these empirical falsehoods are redeemed by their normative authority.  

Lots of successful theories depend irreducibly on empirically false axioms or assumptions. Population genetics is like this. It embeds the falsehood that populations are infinitely large, which makes it the case that no actual or physically possible real-world population approximates to this size in any finite degree. A ten-membered population and a trillion-membered population lie equally far removed for an aleph null-membered one. The assumption, we might say, is not only false; it is, as we said, transfinitely false. However, notwithstanding this transfinite falsehood, population genetics is a considerable empirical success. It gets natural selection right as it unfolds on the ground. Its predictions are well-confirmed at the empirical checkout counter. 
There exists a substantial majority who think that empirical falsehoods required for a theory’s success at the empirical checkout counter are vindicated by this nice come-uppance. But that won’t do our DEL and ADN technologies a lick of good. Not only do they embed transfinite falsehoods – e.g. that agents have perfect information or that they close their beliefs under consequence – but they are also a train wreck at the empirical checkout counter. 

In the heavy equipment world, all this is well known and cheerfully acquiesced to. As previously noted, empirical adequacy is not what their theories strive for, not anyhow when they are theories of empirically instantiated and normatively assessable kinds of human behaviour. On the contrary, their theories succeed when their empirically false laws and theorems correctly describe idealized rational agency under idealized performance conditions, and do so in ways that make these empirical falsities normatively binding on us. Despite my own complicity in the ADN technology, I don’t for a moment suppose it to have rightful normative sway over what we do open-mindedly on the ground when we argue for or against something, or with whom.
 I believe that this is also true of my co-conspirators Barringer and Gabbay. Things are different with DEL. Van Benthem’s purpose in putting it together in the first place was to make logic more faithful to what actually happens. The trouble is that the more complex and mathematically virtuosic it gets, the less the DEL machinery connects with actual happenings, leaving its engineer with two options. One is to scrap the equipment. The other is to play the normative authority card, which indeed is the option van Benthem has exercised. 

The normative authority card lacks for a convincing justification, as I’ve already said. One of its failures is the meaning-of-“rational” justification. The other is the social harmony justification. The first is false on its face. The second calls to mind a story about Howard Raiffa too good to be true, but told as true by Paul Thagard at the Conference on Model-Based Reasoning in Sestri Levante, in June 2012. Raiffa is one of the pioneers of rational decision theory who’s played a key role in formulating the decision-tree model of rational decision. Decision-trees embed empirically false assumptions and are governed by empirically unperformable rules. But they are said even so to be normatively binding on beings like us. One day, the story goes, Raiffa, then at Columbia, received an offer from Berkeley. He found himself in a quandary, both wanting to go and yet not wanting to leave. So Raiffa sought the advice of his colleague and friend Ernest Nagel. Nagel advised him to submit the facts of the case to a decision-tree, and wait to see what popped out. “Come on Ernie”, cried Raiffa, “this is serious!”   

7. CLOSING THE WORLD
There is not a single logic student in the wide world who, having been formally
   introduced to the concept of consequence, hasn’t been admonished, in the first instance at
   least, to think of consequence as truth-preserving at its very best – which is what most relations
   of deductive consequence assuredly are. Non-truth-preserving consequence would be an

   acceptable but still lesser thing. In the more relaxed milieux of a really good first-year
   textbook, the student will be subsequently allowed exposure to a further two facts about these
   relations. One is that truth-preserving consequence closes the world, whereas non-truth-
   preserving consequence relations do not. The other is that non-truth-preserving consequence
   relations are the stock-in-trade of a whole host of our most intellectually and practically
   valuable modes of enquiry, data-mining included.
The metaphor of world-closure comes from computer science, with a provenance now
   converging on forty years.
 Under whatever name or none, any neurotypical human being
   who has drawn breath in the last fifty thousand years has known as a matter of course that the
   world is open. He knows that today’s fact can be tomorrow’s toast, and that consequences
drawn today are often tomorrow’s fallacies. When computer scientists introduced the
metaphor they did so with no literal intent. When they spoke of investigations that closed the  world, they didn’t mean the world; they meant our present knowledge of it. They knew full well that when it comes to our knowledge of the world, it is not we who call the shots. It is the world itself that does. Because of its control of truth, the world that has veto on knowledge.

It has been long known that premiss-conclusion inferences are vulnerable to the openness of the world in two places. As the world turns, premisses could turn out to have been false or to be so now, and conclusions could likewise be so fated. It is not entirely clear at which point in its adaptive development the human organism became aware of a quite striking point of invincibility to the world’s mischievous flux. No doubt this awareness arose on the wings of the Attic revolution of logos, but it may well have had an earlier start. The point at which premiss-conclusion data-mining closes the world is precisely when the underlying consequence relation is monotonic. 
Let ⊧ be an arbitrarily selected consequence relation. Then

· ⊧ is monotonic just in case for any A1, (, An   and B, for which { A1, (, An} ⊧ B, we also have it that {C, A1, (, An} ⊧ B, for any C.
    In premiss-conclusion terms, if


A1
∶
           An

B

   is a truth-preserving sequence, so is


C


A1

∶

An

 B

 for any C, as often as you like; even when C = ⌐~Ai¬. The definition of nonmonotonicity
 follows by straightforward negation of monotonicity.


Nonmonotonic consequence relations are a premiss-conclusion argument’s third point of 
vulnerability. When the openness of the world is uncurtailed by a consequence relation that binds premisses to conclusions, consequence itself is liable to rupture as the world turns. Bearing in mind that it is ultimately the world that calls the shots, it is precisely here that a question of foundational importance for logic arises.

·    If monotonic consequence is a strictly logical matter, how could nonmonotonic consequence not be an strictly epistemic one?

It may be true that the world holds the trump card for knowledge, but knowledge is also trumped by what goes on in the knower’s head. If his head contains the requisite belief that A, the world can make it true that A; but without the interplay of a head that would not be known. Justification might be like this too. If we think that justification also goes on in the head, the up-above head is doubly-trumpable for knowledge. Mind you, the literature on epistemic justification fairly staggers under its own Gargantuan weight and lawyerly cleverness.
 So who really knows?

Still, this matters in a rather crucial way. It is easy to see that epistemic consequence-
spottings and drawings are things that go on the head. What is not so clear is whether these facts influence where epistemic consequence-having resides. My own view is that they defeat the idea. There are no heads in logical space. If being evidence for is an epistemic or inferential property, that is, a property that’s tied to believing, how could it not be in the head? So why wouldn’t we have it that epistemic consequence is also in the head? Why wouldn’t we have it that epistemic consequence-having supervenes on epistemic spotting and drawing? In which case, why would we give the time of day to the idea that evidential relations are any kind of consequence-having, or spotting or drawing either? Why not call them what they are? They are premiss-conclusion relations alright. They are inferential relations and they arise and die in the heads of human reasoners. This is not to say that when A bears an inferentially evidential relation to B, it isn’t possible to abstract from this a logical space entity instantiated by the link to logical space proposition A to its logical space relatum B. Call this link R. The trouble is that there is no natural and unforced way of interpreting R as implication. Perhaps R does exist in logical space, but if so, not as a consequence relation. Recall Harman’s insistence that implication and inference differ in kind.

In the section to follow, I want to give some notice of attempts to save the

   consequencehood of inferential relations. After that we’ll return full-steam to argument.
8. D-LOGICS
By a D-logic I mean a logic whose consequence relations are defeasible by virtue of their
rupturability upon promissory expansion. These, of course, are generally speaking non-deductive relations of the nononotonic kind.
 Of the vast literature on nonmonotonic consequence relations, the vast bulk of the logics for dealing with them arise from classical logic – which is monotonic – by attaching to classical consequence various context-sensitive clusters of constraints in which logical particles retain their classicality.
 In his 2005 book, David Makinson shows that, these exceptions aside, nonmonotonic consequence is a relation at two removes from classical consequence. At first remove, classical consequence becomes paraclassical consequence which, at second remove becomes nonmonotonic consequence. Motivating this bridge between classical and nonmonotonic logic is the theorist’s desire to obtain more from premisses on hand than can be delivered by classical consequence.

A further and I think deeper motivation is the desire to preserve this now teeming prosperity of nonmotonic consequence relations against the rupture threatened by the open world, against which their nonmonotonicity offers no protection. In lots of cases, the world is made to close on nonmonotonic consequence-drawing by theoretical stipulation. The logic simply embodies a closed world assumption. 
In other cases, protections against rupture are differently wrought. One of these seeks relief in adverbial hedging: “Presumably, B is a consequence of A”. Another imposes a qualification on the consequence relation itself: “B is a presumptive-consequence of  A”, or “A presumatively-implies B”. From evidence on hand, Spike is now pretty close to chargeable for last night’s homicide. Suppose that tomorrow brings new evidence that significantly weakens the case against him. Suppose, even so, that this new evidence is consistent with yesterday’s and also with the judgement that Spike is indeed the guilty party. The weight of the new evidence falls squarely on the link between today’s premisses and the consequence that Spike is their guy.  Accordingly, in this new light of day it is no longer the case that Spike’s guilt is a presumptive-consequence of it. But that doesn’t change the fact that on yesterday’ evidence, this is precisely what does presumptively follow from it. So yesterday’s reasoning was correct yesterday. It would also be correct today if restricted to yesterday’s evidence, but isn’t correct on today’s evidence, and would never have been advanced even presumptively on this updated basis.

I have two reservations about this remedy (I was going to say “ploy”). One is that no one has much of a clue about the semantics of “presumptive” in apposition to the name of a consequence relation.
  The other is that it offers a weak defence against open-world consequence rupture yesterday, when yesterday’s presumptive consequence is simply now out of date. Which means that yesterday’s inference could have been apple-pie, but today it’s not worth the paper it was written on in that downtown station of the Vancouver Police Service. So I recur to my recently expressed doubt:
· The nonmonotonic link between premisses and conclusions isn’t an implication relation
   after all.
 

If this is right, how could it matter for social argument? I think it would 
matter fundamentally. If arguing is public-space consequence-drawing, then there is hardly any social arguing. Even if argument is agent-centred logical space argument, there is hardly any of that either. The dogma that argument is consequence-drawing ethnically cleanses and radically depopulates both places. 

I also see another encouraging discomportment with the D-logical pproach to multiplicities of nonmonotonic consequence relations in the Gricean-inspired precincts of psycholinguistics, in which, for example, presumptiveness is a property of meanings, and presumptive meaning is generalized conversational implicature. That’s implicature, not implication.
 There is a growing literature about presumptive reasoning, especially in logical and computer models of legal reasoning. In much of this work presumability is a property of defeasible rules of reasoning. Douglas Walton’s recent book Burden of Proof, Presumption and Argumentation provides an accessible over-view.
 But there is no mention there of presumptive-consequence as a species of the genus consequence.


Many of the people who write these works are certainly not unfamiliar with the D-logic literature, but in their approach to the presumptive links of premisses to conclusions is an absence of what I’ll call Makinson’s Ascent. The view that nonmonotonic premiss-conclusion links are at two adaptative moves from consequence-having might well be correct, but in Makinson’s approach these links retain their membership in the family of consequence relations. It can’t be that the computer science modellers of law, especially they, wouldn’t know of Makinson’s Ascent. Even so, it is notable that in their writings on presumptive reasoning writings, there is virtually no mention of the idea that when premiss-conclusion reasoning is presumptively good, it is underlain by a relation of presumptive-consequence.
Speaking again for myself, I see in such circumspection nothing but theoretical and methodological encouragement. Indeed, the general tone of that literature suggests an unannounced retreat from the still dug-in idea that nonmotonic premiss-conclusion links are a species of implication. 

The computer modelling people, also Walton in his non-computability writings, and pragma-dialecticians and virtually all informal logicians transact their business in normative models of empirically instantiated, normatively assessable human behaviour. I would make of them the same two pleas I made to the heavy equipment crowd:

· May we have your representability theorems? 
· May we also have your solution to the normativity problem?

Perhaps these same pleas would better be self-directed. Here is how I would respond to them. In my own heavy-equipment involvements I have abandoned my former allegiance to the normative models assumption. Whatever Barringer and Gabbay may think, I’ve already said that I have no inclination to think of ADNetworks as anything but a device for stipulating new concepts and the conditions that regulate their instantiations in logical space. Should those concepts thus conditioned prove in due course to be usable in various ways, that would be a bonus. But the last thing that I see ADNetworks as doing is modelling fight-to-the death combat in public space. That being so, the call for a formal representability theorem doesn’t arise, and the normative authority question has no occasion to. As for my informal writings, the same answers apply. I have no idea of what are the right rules of public-space/inference-space premiss-conclusion reasoning, if indeed rules there be. Most of what goes on there is regulated down below, where the “rules” are at best a figure of speech for causal (and truth) conditions. Why would I set out to model what I have so little a grasp of what I would want the model to be a model of? Since I don’t seek such models, once again the question of their normative authority gets no purchase. 


It is now time to get off this high horse of heavy equipment technologies and to direct our feet and our attention on the ground, which is where arguing actually goes on.
9. ARGUING

When it comes to arguing, logicians and epistemologists have routinely deferred to the
noun and given less (or no) attention to the verb. They have also insufficiently heeded the differences among arguing’s three modifiers: we can argue for, we can argue against, and we can argue with. Speech communication theorists have been more attentive, advancing a sensible distinction between argument as product and argument as process. My view of the matter is that, in this and all allied matters, priority extends to process. It is a priority that confers some methodological advantage. It tells us to reserve our theoretical judgements until an open-minded inspection of argument-making is brought to completion, as nearly as possible without empirically unmotivated philosophical preconception.

In this spirit, consider the following case of a conversationally expressed difference of opinion:
Harry: Gramercy Grill is at the corner of Arbutus and 10th.

Sarah: No it isn’t, it’s at the corner of 11th.

Harry: No kidding, I thought it was two blocks north of 12th.
Sarah: Nope.

Harry: Well, I’ll be darned. See you on Tuesday.
    There is something to be learned here, indeed two if we pay attention:

· Conversationally expressed differences of opinion are not in any sense inherently

   arguings-with.

· The frequency of these correction-by-contradiction exchanges considerably outpaces the 

   frequency of arguings-with.
Of course, this is not to deny or play down the fact that in the ordinary sense of the word  a great deal of conversationally expressed differences of opinion are indeed arguments. Quarrels are a common enough example:


Sarah: By God, Harry, look at the job your mother did on you!


Harry: Shut your mouth about my mother!
A lot of the time, such exchanges of differing opinions is a good deal more equable. Michael Oakshott is good on this point. According to his former student and colleague,

( he remarked once that, in conversation, one makes clear the reasons why one sees things the way one does, and conversational partners respond why they see things as they do. Conversation is not, he thought, about winning a debate or besting someone in argument – it is rather mutual self-disclosure in order to understand better what one already understands in part, while accepting that such exchanges can be enjoyed for itself, and need not point to some extrinsic purpose. Refutations and victories are not the goal of conversation.
 

Oakshott’s point is that conversationally expressed differences of opinion are not inherently ( not even close ( contests of rebuttal and counterargument.
 This inclines me to think that
· Explaining is more effective than besting: Giving reasons for one’s side of a disputed
   opinion in the spirit of making oneself better understood has a better record of dispute
   resolution than mounting crushing refutations of one anothers’ positions.

10. RESPECTING DATA

A perfectly natural reaction to all this downplaying of argumentative clashing is that it is
intellectually more honourable to take problems on than to shirk them. My answer to this is that I am not so much a shirker as a prioritizer. For me, one of the guiding rules of procedure is what I call the Respect for Data Principle, which bids us to hold theory and modelling in abeyance until we’ve achieved some principled command of facts of interest on the ground. Recall the importance of data analysis in the physicists’ remonstrations with biologists. Fair criticism or foul, it is undoubtedly more difficult to analyse biological data than the comparative paucity of those that fire the engines of physics. How less so could this be for the data that drive the engines of theories of human cognition? The physicist example also help in seizing upon a further fact of sound data analysis. It is that data collection precedes data analysis, which in turn often loopingly activates still more data collection. There now arise three questions of methodological substance for theories whose subject matters are empirically instantiated normatively assessable modes of human behaviour:

· What are the data that motivate your theory? 

· Where are those data to be found?

· How should these data be analyzed prior to their engagement with the apparatus of 

            your theory?

When it comes to facts on the grounds, it is striking how difficult it is to come upon
behavioural indications of the cognitive processings of everyday life. Where, for example, would we expect to find behavioural indications of arrivals at knowledge? The answer is that, relative to the high frequency of such arrivals, the frequency of their express behavioural reflection is strikingly low, still less, beyond assertion, reflected in everyday speech. One search-device which is mainly a failure is to ask a colingual on the ground, having asserted that A, for a report of the state that he was in when the assertion arose and in virtue of which the assertion is accurate. Mind you, some questions are more easily answered than that one. “What makes you think that?” is easy in comparison to “What justifies your thinking it?”, which – never mind the shenanigans of internalist-externalist wrangles – is comparatively rarely handled successfully. “Sarah told me so” has a better success-rate in the first instance than it does in the second.

Epistemologists tend to default to the view that to know what human knowledge is it is necessary to unpack “our” concept of it. This inclines me again towards the physicist’s reservation about biology’s data analysis shortcomings. Much the same can be said of behavioural indications of premiss-conclusion reasoning on the ground. Premiss-conclusion reasoning is transacted in good part down below, which puts first person reportage of its doings beyond reach, leaving distinctly less of a distinct behavioural footprint than we might think or wish. Of course, here too, some signs are more accessible to observation. At the linguistic level, “therefore”, “so”, “hence” are useful indicators. But let’s not overlook that thereforeing, so-ing and hencing occur to a significant extent down below. One source of comparative richness are patterns of on-the-ground assertion-challenge, in which we routinely find helpful linguistic indicators, “I don’t think you know what you’re talking about”; “How could you possibly know that!”; “I think your reasoning is defective.”; “Surely that doesn’t in the least follow.”; and on and on. Where does this leave us now?

Suppose that we granted that all good nonmonotonic reasoning is underlain by a
nonmonotonic premiss-conclusion link which, by virtue of its epistemic nature, is instantiated in psychological space and has no real appearance in logical space. (Of course, in agent-centred time-and-change formalisms, it has a formal representation in logic space; to what good end is part of our question here.) A central question remains unanswered. What are the rightness conditions for nonmonotonic conclusionality? If our earlier speculations held true, the Bayesian option would no longer be available, not at least for premiss-conclusion traffic up above. This is what I say is so. Many others think otherwise:

We humans live in a tiny range of the total scale of magnitude, where our body movements bring new objects of the right size under deliberate control. ‘Below’ us is the statistical molecular and atomic reality over which we have no control, ‘above’ us is the large-scale structure of the universe with the same lack of control, cognitively, we live in a tiny personal zone. 

So far, so good. Invoked here is our distinction between cognition up above and cognition down below. But some very smart people go from good to not so good:

Likewise, cognitively, we live in a tiny personal zone of deliberation and decision described by logical and game-theoretic models, with below us the statistical physics of brain processes, and above us the statistical realities of long-term social group behaviour.

Bayesianism redux? Or something even more remote? If so there is work to do, as I keep saying. Kindly do one or more of the following:

· Solve the normativity problem.

· Invoke the Bayesian Brain hypothesis if you must, but only after overcoming the

            computational explosion problem.

· Certify the formal modelling by way of convincing representability proofs.
We’ve now arrived at a point at which yet another distinction might be of some use. Pragma-dialecticians build their approach around what they call “critical discussions”.
 The discussion-part sounds Oakeshottian, but the critical-part sounds rather otherwise. There are many discussions that arrive at an agreement – e.g. about which movie to see – without the slightest whiff of differing opinions, still less of the need or occasion to resolve them. But PD discussions, from early on until now, centre on critical discussions aimed at the resolution of conflict. Except in the adventitious ways indicated in the bulleted passage just above, there is nothing Oakeshottian about critical discussions, beyond the assumption that they be transacted civilly and forthrightly.
Keeping in mind that most of what we could call premiss-conclusion transition occurs
down below, it bears repeating that the frequency of its public announcement via assertion, in relation to the frequency of its occurrence is very low. Whatever behavioural manifestations there may be will reside in non-linguistic, highly contextualized action and reaction, with concomitant difficulties for specification. My working hypothesis is that, owing to the difficulties in collecting them,  good data analyses for premiss-conclusion reasoning are difficult to get hold of, and can’t be pulled off at all simply (or even mainly) by examining “our” concept of inference. If that were the right inclination, then it would also be fair to say that argument theorists have the same data analysis problem that physicists attribute to biologists, only more so. The Respect for Data Principle bids us to respect the central importance of good data collection and analysis, and that is a good reason to respect the principle.
We are now in a position to advance what I take to be a plausible conjecture about normativity. To the extent that they are behaviourably discernible, indications of premiss-conclusion adjustments, and also of dissatisfaction with such, disclose a strikingly low frequency of the latter in relation to the frequency of the former. From this there flows a suggestion which I formulate with a tentativeness that is due it:
· The NN-convergence thesis: In matters of premiss-conclusion transitions, a principal

   datum for a theory of right reasoning is that the way that premiss-conclusion reasoning
   normally happens in real life is defeasibly the way it should happen there.
It is necessary to emphasize that NN-convergence is an investigative default. It is open to telling exceptions, not least on traditional tellings of the reasoning errors known as fallacies.
 No such default principle will work for premiss-selection. Indeed most of the errors we make flow from our vulnerability to misinformation, hence bad premiss-selection. What I mean by this is that even when our belief-forming devices are in apple-pie order, we end up with lots of false beliefs. However when our conclusion-forming devices are in equally good order the success rate is markedly higher. The question here is not whether believed premisses are true, but whether the conclusions drawn from them are rightly drawn.  
This goes a long way in accounting for the behaviourally discernible fact that the human animal makes errors, lots of them. But when applied to premiss-conclusion transitions, a compensating abundance arises. All told, the human organism is very much better at rightly arriving at conclusions than he is at selecting premisses. Whereupon we would have it that, in addition to making lots of errors, beings like us know things, lots and lots of things. Negotiating this tension between getting things wrong and getting things right reflects a further empirically indicated pattern:

· The enough already thesis: Beings like us get enough of the right things right enough

   enough of the time to survive, prosper and, from time to time, build great civilizations.  
11. METADIALOGUES
     
 Let’s come back now to arguing. To the extent to premiss premiss-conclusion arguing is
   facilitated by the mechanisms of premiss-conclusion transition down below, it really  should
   be the case that the arguer’s principal point of vulnerability is premiss-selection, and much less
   so his conclusion-reaching prowess. If arguing actually did model premiss-conclusion
   reasoning –  both the premiss-selection part and the conclusion-drawing part ( we would
   expect much higher rates of premiss-selection challenge than conclusion-drawing challenge.
   Against this is the empirically evident fact that both sorts of challenge have robust 
   frequencies. The standard complaints against premiss-selection run from begging the question
   to abusive ad hominem, and to babbling (in Aristotle’s sense). There are at least equally high
   rates of challenges non sequitur, not just in the consequence-drawing sense, but in any sense in

   which a conclusion is alleged to be inadequately supported by its premisses.
Especially interesting is a related feature of argumental dissatisfactions, for which Erik
Krabbe has coined the term “metadialogues”.
 When dialectical slugging matches aren’t going well, it frequently happens that the discussion transitions from the point the argument is presently about to one or other or both of the parties’ arguments. These transitions therefore change the subject. This is what I call “dialogic ascent” from the original argument to what Krabbe calls a metadialogue, which is a dialogue about the adequacy of one another’s arguments, or what Finochiaro calls a meta-argument. Meta-arguments carry high risk of failure. A good part of why is that criteria of good argument-making aren’t well known. Theorists of argument may think that they are well-known to them. Perhaps that is true (though I am a doubter), but there is no doubt that they aren’t well known to people at large. How, for example, would the man down the lane handle the following challenges?

Man: “Since A, B”.

Challenger: “A is of no relevance to B!”

Man: “Sure it is.”

Challenger: “Then tell me your definition of relevance!”

Man: [Fizzles] 

  Or

Man: “My argument for B is A1, (, An”

Challenger: “That’s a simply awful argument.”

Man: “What’s wrong with it?”


Challenger: “The conclusion doesn’t follow.”


Man: “Why not?”

Challenger: “Because B is false and the Ai are true.”


Man: “You’re just begging the question!”


Challenger: “I bloody well am not!”


Man: “Oh yeah? Tell me why?”


Challenger: [Punches man in the head.]
The moral is that there is plenty of occasion for arguments to ascend to meta-arguments.
When that happens they rarely turn out well. And that is a good reason to moderate one’s enthusiasm for duking it out in the first place. This gives further support to the thesis that human inference is inadequately modelled even by adequate theories of human arguing (if there were any).  We’re better at inference than we are successful at arguing. What’s an inferer to learn from some other thing he’s not really good at?  
As previously noted, it is perfectly possible to give conversational expression to arguments in the reason-giving sense in the hope that agreement might be achieved as a byproduct. But reason-giving arguments for and against don’t require conversational expression, hence any point of contact with arguings with. I can argue against the normative presumptions of pragma-dialecticians without arguing with them. For years I have argued against this presumption, but I don’t readily recall any episode of arguing with its proponents, still less in fight-to-the-death mode. Perhaps I am too polite for combat. Besides, who has ever defeated a Dutchman in a face-to-face fight?

Journal articles are not conversations even when they soundly reason for and against various positions. Neither is it required, or anything close to frequent, that journal articles are conversationally rendered defeats of opponents. You can defeat a position on your i-pad, and in so doing perhaps embarrass its proponents. But there is no need to do it face to face and no need and little occasion to implicate them in the proposition’s defeat. 
Still, the fact remains that in this foundational PD book, the role of discussions is conflict
resolution – “solving conflicts of opinion”. This overlooks a large class of discussions in which the objective is not to dissolve conflict but rather to reach agreement in such a way that leaves the differences of opinion intact. Think here of collective agreement negotiations which in virtually all jurisdictions as a requirement of labour law, leaves at least part of what divides the parties untouched. The immediate moral here is that the PD model of critical discussions doesn’t generalize very well. Collective bargaining negotiations exchange arguments for positions that aren’t in the least interrogational, hence not dialogical either, or dialectical in the manner of Greek refutation or, for that matter, of cross-examinations in common law trials. Concerning these latter, it is true that a key phase of a trial are the closing arguments of counsel. But at no stage does the lawyer who makes one address anyone but the judge, certainly never his opposite number and never a  witness, the examination of whom having now being concluded. Not dialogical, and hence not dialectical either, these arguments do have destructive intent ( to defeat the presumption of innocence if it’s the Crown’s argument, or disarm the state’s proof if it’s the defence’s argument. 
Arguing with someone presupposes an intimacy that is hardly ever present. Or it requires fulfillment of a whole ballet of socio-professional enabling conventions – e.g. college debating tournaments or meet the leaders go-rounds in runups to general elections. Contentious argument is nearly always rude or out of place, and argumental attack is nearly always for boors.
It is a hallmark of PD critical discussions that they be courteously wrought. Some
argument theorists make careful provisions for exceptions to this rule. Rudeness is allowed in philosophy but only when it is cleverly disguised, or wittily or ironically rendered in ways that tend to de-personalize it; euphemism helps here. There are however, exceptions. Question Period in the Canadian House of Commons is one. Prime Minister’s Questions in Westminster fares a little better, but not by much. However, not even in Ottawa or London does this rudeness have the slightest thing to do with face-to-face dialogue. They are never arguments with. In parliamentary democracies the only addressee of a member’s remarks is the Speaker of the House, and MPs are not permitted to argue with him (or, upon occasion, her.).

Arguing contentiously is an acquired skill, all the more so when it is fight-to-the-death
arguing. It is often much less successful than not, what with the near-constant threat of dialogic  ascent to meta-argument. The truth is that beings like us aren’t very good at this sort of thing. It is too much inclined to bring out the McGinn in us. One thing is as clear as glass, though I repeat myself in saying so. We are vastly better at inference than we are at argumentative combat. Why then would we want to model something that we’re so good at in something we’re so bad at? This sort of carrying-on is expensive, engendering costs too heavy for intelligent  indulgence. The costs are both direct and lost. Direct costs include time, effort, wear and tear, uncompensated by good levels of success. Opportunity costs speak for themselves, among them going to the movies, getting back to business, having a nice lunch with someone less bellicose, or frolicking in the park with the kiddies.
 They are also dangerous pastimes, rupturing friendships and infuriating heads of state (I wonder who?). They occasion embarrassment, which induces in turn fallacy-making and other forms of deception and trickery. Arguments of this sort are mainly for losers. That’s why, like Hertford, Hereford and Hampshire where hurricanes hardly ever happen, argumental combat hardly ever happens either. Inferring, on the other hand, is simply everywhere and nearly always.
12. PARADIGM CREEP

In Thomas Kuhn’s The Structure of Scientific Revolutions, paradigms are scientific
orthodoxies. In a slight extension of the term, a paradigm is any field or form of enquiry centred in a structured organization of received considered opinion and methods of operation. Paradigms are where a discipline’s establishment resides, the home of the subject’s leading lights. Along with the experts are the established ways of thinking, encoded in the subject’s operating manual. Paradigms thus are begettors of doctrines imposing impressive levels of world-closure. A world-closing doctrine is one that closes questions in corresponding degrees. Closed questions are like cold cases; neither is active any more. A closed-minded doctrine is in turn the end result, a promoter of dogmatism. Which is only to say that their doctrines remain authoritatively in control even without reconfirmation, or indeed any kind of systematic reconsideration. Dogmas at their most deeply dug-in are nonnegotiable. Consider for example,
That correct reasoning accords with Bayesian principles is now so widely held in philosophy, psychology, computer science and elsewhere that the contrary is beginning to seem obtuse or at least quaint.

Dogmas are valuable things to have. They are richly value-adding in the cognitive economies of humanity. The savings in time, effort, money and wear-and-tear effected by the closing of our minds to questions speak for themselves. Their greatest value is in not having to re-invent the wheel every other Thursday. 


Another virtue of paradigms is their capacity for constructive expansion. The way to go
in given areas of enquiry may, with suitable adjustment, turn out also to be the way to go in adjacent areas, and not infrequently even in those that are intuitively far removed, as when it was decided to submit the processes of ampliative reasoning to the regulatory control of the probability calculus.
 For logicians the dominant paradigm is the classical treatment of truth-preserving consequence, with high levels of adaptive expansion into nonmonotonic environments. The old paradigm is still present there, what with whole families of nonmonotonic consequence  relations at two adaptative removes from monotonic home-base. One could even say that established opinions and methods have an appetite for expansion. The good of it is the wealth that they spread. The downside is imperialistic excess using doctrines and methods that do extremely well at home but turn out to be wrong for the territories they seek to colonize. 
A paradigm colonizes successfully to the degree that doing things its way enable us to advance our knowledge of the colony’s original subject matter, unattainable by its own old-way methods. Successful colonizers have good track records in Mergers & Acquisitions. But, as is widely known in financial and commercial circles, M & A successes are often vehicles for creative destruction. In scientific circles, creative destruction, whatever its merits, nearly always changes the subject.

Paradigms that overreach themselves usually end up doing more harm than good. When  this happens, the paradigm falls prey to what I call “paradigm creep.” Paradigm creep resembles mission creep, as when limited military missions spin out of control. When a mission creeps it goes astray, and often enough severs the mission’s enabling authority and overwhelms its original rationale. Paradigm creep is different, as different as establishment science and logic are from military engagements. But telling similarities remain, undisturbed by their sundry differences. Methods and doctrines that do wonderfully both at home and in some fruitful outward expansions, start to do badly when creep sets in. The overstretched paradigm’s theorems start to strike us as forced.  However, since paradigms are dogmas and dogmas are ineligible for review, creep tends not to signal the need for reconsideration. What this means in plain words is that a paradigmer’s mind is not going to change, even when creep sets in. See again the quotation from Glyman and Danks. I have high regard for this talented pair, but this time, I fear, they are just being silly. (Of course they might have just been kidding.)
The mathematical turn in logic engineered some powerful reductive successes in the   foundations of mathematics and gave rise to a maturely configured model theory and reassuring developments in how to reconcile high points of formal syntax with high points in formal semantics, by way of soundness and completeness theorems. The great achievements of mathematical logic are contributions to mathematics. But they are in the main paradigm creep for logic. By this I mean for the logic of human reasoning.
In the course of this essay I have marked, without announcement, various instances of paradigm creep, or anyhow of what I regard as such. Bayesianism may be wonderful for the reckoning of chances in dice-games, but it is paradigm creep for belief revision, decision making, and the other forms of human inference and reasoning. The logics of truth-preserving consequence relations do marvellously well for entailment, but for spotting and drawing they are paradigm creep. The paradigmatic dominance of consequence relations pays good dividends in theories of deductive reasoning, but it is paradigm creep in theories of nonmonotonic premiss-conclusion reasoning. Makinson’s Ascent isn’t much of an ascent, after all, but pretty soon it gets to be creep. Heavy equipment technologies of argument are wonderful for proving new theorems, but in application to intelligent-interaction warfare on the ground they are paradigm creep. Formal modelling flourishes in many areas of mathematically expressible enquiry, but in the absence of representation proofs it is questionable in general, and in application to most of what goes on in premiss-conclusion environments it is paradigm creep. 

Aristotle’s refutational paradigm, though somewhat artificialized and unrealistic, captures just about perfectly a part of arguing whose bandwidth is small and whose success-rate equally small. Refutations are dialogical attack-arguments whose object is the production of honest answers to cherry-picked questions, whose answers contradict the answerer’s own thesis. Most attack-arguments end up begging the question, by importing into one’s argument premisses the opponent hasn’t conceded, and wouldn’t if asked. But since Aristotle’s refutations convict the loser of inconsistency with premisses he himself has supplied, there is no question-begging here. The loser’s conviction proceeds from his own mouth. This phenomenon is interesting enough to have a name. Let’s call it “self-conviction”.
In my view, Aristotle’s handling of this narrow class of refutation arguments is virtuously paradigmatic for self-conviction, and no modern variation of it is markedly better, whether in formal or informal dialectic or game theoretic logic. But, as mentioned earlier, for the other four classes of arguments he mentions – instruction arguments, examination arguments, demonstration arguments, and enthymematic persuasion arguments – Aristotle’s paradigm is paradigm creep. It is helpful to keep in mind that in Aristotle’s dialectic, losses are not occasioned by giving up. Giving up must be rooted in self-inflicted contradiction. So let’s ask ourselves the obvious two questions:

1. In our own contestational arguings what is the relative frequency of self-convictional intent? 
2. What in our self-convictionally intended arguments is the relative frequency of success? 
      These questions are meant to answer themselves. Negatively.
    
I conclude from all this that employment of the self-conviction paradigm for the
modelling of contestation arguments of real life is already a bit shifty, and that extending it to what PD theorists call critical discussions is paradigm creep through and through. Making it canonical for conversationally voiced differences of opinion is entirely off the radar of credible theoretical pretence, and doubly so when any variant of it is made canonical for inference.
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