                        Does Changing the Subject From A to B Really Provide  
                             an Enlarged Understanding of A?

                       “There is no substitute for philosophy”
                          Saul Kripke

Abstract: There are various ways of achieving an enlarged understanding of a concept of interest. One way is by giving its proper definition. Another is by giving something else a proper definition and then using it to model or formally represent the original concept. Between the two we find shades of grey. We might open up a concept by a direct lexical definition of the predicate that expresses it, or by a theory whose theorems define it implicitly. At the other end of the spectrum, the modelling-this-as-that option also admits of like variation, ranging from models rooted in formal representability theorems to models conceived of as having only heuristic value. There exist on both sides of this divide further differences still. In one of them, both the definiendum and definiens of a definition are words or phrases of some common natural language. In others, the item of interest is a natural language expression and its representation is furnished by the artificial linguistic system that models it.

The modern history of these approaches is both large and growing. Much of this evolution has given too short a shrift to the history of the demotion of “intuitive” concepts in favour of the artificially contrived ones intended to model them. A working assumption of this paper is that in the absence of a good understanding of what motivated the modelling-turn in the foundations of mathematics and the intuitive theory of truth, the whole notion of formal representability will have been inadequately understood. In the interests of space, I will concentrate on seminal issues in set theory as dealt with by Russell and Frege, and in the theory of truth in natural languages as dealt with by Tarski. The nub of the present focus is the representational role of model theory in the logics of formalized languages.
1. Definism
In both philosophy and everyday life, beings like us show a marked interest in the meanings of words and in the ways in which these meanings might be specified. “What do you mean by ‘X’?” is commonplace kind of question, and the admonition “Define your terms!” a heavily favoured way of engendering answers.
 In philosophy, there is a long-lived literature in which the links between meaning and definition are explored. In what I will dub definism, the linkages in question tend to instantiate a common pattern, expressible informally as follows:
· Definism: If you can’t define your terms, you can’t say what they mean. If you can’t say what they mean, you can’t know what they mean. If you don’t know what they mean, you can’t understand them; and if you can’t understand them, you can’t arrive at a knowledge of their subject matters.
Of course, this is all fairly rough, more suggestive than expressly spot-on. But it works well enough to encapsulate the idea that motivates definism. The history of philosophy is dotted with exceptions to this doctrine, and it also embodies many attempts to refine it. Accuracy demands that definism be seen more as a thematic trendline, and (ironically) one which by a considerable margin is more frequently invoked than articulated.

Definism’s remit is hardly philosophy’s alone. It flourishes in most modes of systematic enquiry, in some areas of which it meets with high levels of express recognition, articulation and successful development, most frequently in mathematics and the mathematical sciences. Not, however, in law. Not so much, either, in everyday life.
2. Indefinability
In common law jurisdictions, such as England, Canada, the United States and other Commonwealth countries, the standard for criminal conviction is proof of guilt beyond a reasonable doubt. It is a matter of some epistemological interest that the proof standard stoutly resists definition in the common law’s jurisprudence, where it is widely held to be indefinable (some would say even in principle). On this point, in R. v. Ching (1976 63 Cr. App. Reb. 7 at 11) a Court of Appeal averred that if judges would cease their search for definitions of “that which is almost impossible to define”, there would be fewer appeals. (In other words, don’t do it.)

Philosophers and decision theorists lacking an acquaintance with jurisprudence might well be repelled by the slackness of the judge’s admonition, and might begin to wonder whether the criminal law rests on an epistemologically adequate foundation. If not, how could it not also be wondered how an epistemically insecure legal system could serve society’s entirely rightful demand for justice? The situation in law is hardly unique, at least not in respect of the definability question. The problem, if that is what it is, is endemic. It is manifest in all areas of day-to-day cognitive and linguistic practice. Even so, the law merits our particular attention. It would be deeply unsatisfying – indeed horrific ( if the law lacked the requisite degree of cognitive competence in sending an accused to the gallows or to life-long imprisonment. So sometimes definability is at bottom a moral question.
This legal example is interesting in its own right. But my use of it here has a more strategic purpose. Of all the case-making enterprises transacted in natural speech, the common law’s cognitive and dialectical procedures lie closest to our everyday ones. And yet, aside from its own lexical peculiarities, the law’s practitioners and interpreters place no reliance on the mathematical formalisms that flourish in so many of the other domains of human enquiry.
 This is another respect in which the law’s case-making practices resemble those of the man in the street. This is not to overlook some sharp differences between what goes on in a court and what unfolds in a Viennese coffee-shop, or down at Flanagan’s Bar and Grill. Still, if the law were a logico-epistemic disgrace, how little less so could be the cognitive enactments of human life in general? I ask this because the people who decide these issues in jury rooms are in all fundamentals just like all the rest of us, especially when we take the bus home after work.

My strategic interest in law resembles a foreman’s interest in canaries down a mine-shaft. If, by the reasonings under consideration in this essay, the law comes up an epistemological and logical cropper, so much also the worse for the rest of us.  As we proceed here with our own enquiry, readers might pause from time to time to check the pulse of law. In so doing, they would be checking their own pulse too. In the interests of time, however, I’ll leave this as an optional exercise.
Before succumbing to these indefinability anxieties, we would do well to note that philosophers over the centuries – from Aristotle to G. E. Moore and beyond – have taken to indefinable concepts with relish and aplomb. In Moore’s celebrated example, the concept of good is indefinable.
 The reason, Moore thought, is that good is a simple concept, made indefinable by the fact that it is unanalyzable into its constituent  conceptual elements. (Note here the analogy with chemical analysis). According to Moore,
· a concept is indefinable just in case it is unanalyzable;
· a concept is unanalyzable if it is a simple concept;
· a concept is simple just in case it lacks constituent subconcepts.

Moore believed that he had a reliable test for indefinability. It is called the open-question test. Consider a putative definition, which I’ll schematize as follows:
· Def: For all x, x is F if and only if x is G and x is H.

Think here of the definition in Euclidean plane geometry of a triangle as a three-sided closed figure. This is a correct definition, as everyone appears to think, and it has a particular feature to which Moore attaches great importance:
· It is unintelligible to ask of any x that has F whether it really has G and H and, of any x that has G and H, whether it really has F.

   In our example:

· It is unintelligible to ask of any triangle whether it is really a three-sided closed figure, and of any closed three-sided figure whether it is really a triangle.

When this unintelligibility condition is met, the definition is correct. It is correct because the question of whether the thing defined really meets the defining conditions isn’t open. It is a question that doesn’t arise.
In the case of the concept good, and every other indefinable concept of philosophical importance, the Moorean position is that

· An indefinable concept is one with a correct question-closing definition.

3. Intuition
What now of simple concepts, those that neither require nor admit of analysis or of any
other kind of definition? Moore’s (controversial) answer is that the meaning of simple concepts, such as the concept of good, is graspable by intellectual intuition. Moore is no mystic. Intuition is simply the cognitive means we all possess for knowing what an indefinable concept means without being able to say what it means. Moore’s take on the role of intuition is the logical opposite of definism. Moore also thought that the concepts of legitimate interest to philosophers subdivided into those that can be understood as they stand (at least by anyone who understands the predicates that expresses them), and those that can’t be adequately understood without analysis. The distinction Moore draws between concepts whose adequate understanding requires analysis and those that don’t is an interesting but also difficult one, made so in part by a lack of philosophical consensus about its principium divisionis. 
Still, as the paradox of intuitive set theory seems convincingly to show, intuitions are
sometimes notoriously unreliable. In 1902 Russell wrote to Frege with some shattering news. The axioms of Frege’s set theory – also called “intuitive” set theory – prove that there exists a set that isn’t one of its own members  if and only if it is. In his Begriffsschrift of 1879, Frege gave a second-order logic with first-order quantification over objects and second-order quantification over concepts, and a central “axiom of comprehension” which says that the extension of a concept K is constituted by all and only those objects satisfying some K-expressing predicate “K”. In the Grundgesetze of 1893 and 1903, the comprehension axiom is Basic Law V. In conjunction with further axioms, Frege’s logic provides that every concept has a (possibly null) extension, and in all cases such extensions are sets. (A bit later, I’ll explain why attributing a theory of sets to Frege is misleading, but for our particular interests here, only inconsequentially so.) One of the other axioms in this mix provides the extensions of concepts that are equivalent just when respective instantiations are the very same objects. What Russell proved is that when axiomatized in this way an  inconsistency is provable, and with it comes the collapse of Frege’s theory. Methods of repair immediately suggest themselves. One is to restrict Basic Law V to predicates in which no bound variables for concepts occur. Another is to block the axiom that asserts the identity of conceptual extensions just when the concepts are coextensive. Apart from a hasty and unsuccessful replacement of Law V in the last-minute appendix to Grundgesetze volume 2 in 1903, this was not Frege’s response.
 
4. Concepts and facts
It is widely agreed that a theory is motivated by the data a theorist wants to explain,
or to examine in a manner that gives an enlarged understanding of them. One of the data that catches the attention of the gravitational physicist is that objects hoist upwards from a position of rest fall downwards upon release. It is entirely unremarkable that when asked for the data that motivate their enquiries, scientists cite some empirical facts, such as the observable facts of falling objects. However, when a philosopher is asked, “What are the data you want your philosophical theories to account for?”, the dominant answer since 1900 (certainly in English-speaking countries) has been that the data for philosophical theories are concepts rather than empirical facts, or anyhow intuitions about concepts. Although it is true that Frege saw a special need for concepts, a good many analytic philosophers were open to the more relaxed idea that analysandum of analysis could be described more or less interchangeably as a concept or the property that instantiates it or as the predicate that attributes the property and expresses the concept. Also, note here that the use of “intuitions” is no longer Moorean. The objects of Moore’s intuition are indefinable. The intuitions referred to here are pre-analytic widely held beliefs about a subject of interest, whether truth or justice or computability, which could, as some practitioners aver, serve as beliefs which the ensuing analysis must not contravene.

The idea of concepts as analysanda predates 1900 by two millennia and then some.
   Nobody thinks that Plato’s focus was on the data of concern to botanists or ornithologists.
   Plato was interested in concepts and their definitions – the concept of justice, the concept of the
   good,  the concept of knowledge, and so on.

Moore’s own approach to concepts exemplifies only one of the methods by which 
   philosophers examine them.  As we saw, Moore called his method analysis. But there are three
   other approaches also vigorously in play, each collected under the lazy present-day rubric of 
  “analytic” philosophy. All together they are four: analysis, explication, rational reconstruction,
   and stipulation.
Roughly speaking, the role of analysis is to make the meaning of a concept explicit, to bring its meaning to the surface. The role of explication is to make its meaning precise, to remove its rough edges and edit out some of its blurriness. The goal of rational reconstruction is prosthetic improvement. The goal of stipulation is creative innovation. They are all of them, note, forms of making: Analysis is making things explicit,
explication is making them precise,
 rational reconstruction is making them over,
and stipulation is making things up.
 For ease of reference, let’s take these as giving “the analysis-stipulation spectrum” or “the A-S spectrum” for short.
Common to the first three approaches is that they begin with what I’ll call “an intuitive
concept.” By this I mean a concept recognizable in common, every-day linguistic practice in the community at large and comfortably lodged in the working vocabularies of its fluent speakers. Some communities are larger than others. The concept of water is reflected in the speech of all fluent speakers, whereas the water as H2O notion has a narrower though still very large communal reach. A still more circumscribed one, but hardly piddling, was the concept of set in the community of working mathematicians of the later 19th century. Accordingly, conceptual intuititiveness is community-relative. 
Another point of commonality among all four items in the spectrum is that they seek to advance their respective agendas by way of definitions. The first three approaches can be seen as different ways of making present concepts clear. The fourth approach – conceptual innovation – can be seen as making clear concepts, that is, making up new concepts that are clear upon arrival.
As in these varying ways we pass along the A-S spectrum from the originating intuitive
concept, we might see it as fully recognizable in its correct analysis.  As we move to explication, we begin to see elements of distortion. The reason for this, to some extent at least, is that since some intuitive concepts have imprecise meanings, we distort things by replacing the imprecise meanings they have with the precise ones they don’t have.
 The leap from intuitive concept to rational reconstruction is even more drastic. Conceptual make-overs are like planning department make-overs (or, more sadly, the cosmetic surgeries of the fading celebreties of Hollywood and Park Avenue). Consider the make-over visited by Baron Haussmann upon the centre of old Paris in the years between 1854-1870. It was a wonderful make-over, but it made Paris barely recognizable.

    
 Of course, any talk of the leap from intuitive concept to conceptual innovation is a myth.
     A newly invented concept has no prior conceptual antecedent to distort. An ancient example
     of this is Aristotle’s invention of the syllogism. Aristotle insisted that nothing like this had
     ever been conceived of before.
 
    
The notion of intuition in philosophy has had an equivocal and tangled history. An
example from Frege helps to explain how. Frege distrusted the notion of mathematical intuition. He thought that, however we might characterize it, it wasn’t enough to prove the basic laws of arithmetic. For that to happen, a logicist reduction would be required, in which the truths of arithmetic truth-preservingly re-emerge as analytic sentences of pure logic and known to us as à priori. In the case of arithmetic, Frege’s disagreement with Kant wasn’t about arithmetic’s apriority but about its analyticity. At the time of the Begriffsschift, there was some anxiety about the epistemic security of the principle of mathematical induction. Some theorists thought that the only way to validate it would be by appeal to mathematical intuition. However, even then, Frege had an idea of how to rid ourselves of mathematical intuition without damage to the reliability of mathematical induction. Traces of an early form of the principle of induction appear in Plato’s Parmenides. Its first explicit formulation was by Pascal. Its modern more rigorous formulation arises with Boole, and traces through De Morgan, Peirce and Peano to Dedekind.  Frege couldn’t have doubted the principle’s apriority. He might have conceded that what connects the principle to mathematical intuition is that it is something which only a mathematician, unlike the barman at Flanagan’s Bar and Grill, could recognize and put into mathematical service. But having that capacity is not enough to preclude the principle’s syntheticity. What Frege was saying at the end of the 1870s was that he thought that the principle could be re-expressed without relevant loss as an analytic truth of pure arithmetic. Similarly, perhaps only a mathematician could have recognized and put into mathematical service a concept of set that permitted a bona fide set of elements to have none whatever. But, here too, this mathematical intuition wouldn’t show the null set axiom to be analytic. It would, by the way, be right to observe that invoking the notion of intuitiveness would add no clarity to what we’ve been saying in this paragraph. Even so, it is an entrenched idiom of analytic philosophy. 

We can all agree that the concept of justice is reflected in general usage the world over. With regard to our A-S spectrum it is, as are all the spectrum’s originating concepts, a pre-analytic concept. The concept of mathematical induction is also pre-analytic, but is not general or ordinary in anything like the way the concept of justice is. Any intuitive concept is A-S spectrumly pre-analytic, whereas only some are ordinary and widely employed in common speech. For readers hesitant to avoid imputing this same ordinariness and commonly to recherché concepts a convenient option would be to drop calling them “intuitive” and to call them “pre-analytic” instead. In what follows, I will keep each in interchangeable readiness if only for the sake of lexical variety.
5. Hilbert’s thesis 
It would be advisable at this point to detour briefly to an interesting open question in the philosophy of mathematics. The Church-Turing thesis asserts that a recursive function is computable in the intuitive sense just in case it is either Turing computable or computable by one or other of the extensionally equivalent models of it. The question is whether the Church-Turing thesis is provable. That would require showing that every intuitively computable function is recursive. Kripke argues that this so, provided that what he calls Hilbert’s thesis is also true. Hilbert’s thesis asserts that the steps of any given deduction are fully expressible in first order logic. Of course, they are or they aren’t. If they are, Kripke thinks that Gödel’s provisions for the completeness of first order logic establish that any given B is a consequence of premisses A = {A1, (, An} if and only if B is provable from A in first order logic. Gödel having shown the proof relation of first order logic to be recursive, Kripke concludes that deductive inference is recursive, and that computations thus expressed also are.
Without Hilbert’s thesis, this won’t work. Some say that the thesis is vulnerable to challenge. Some of them think that the challenge is unmeetable, Friedrich Waismann for one. Waismann holds that none of our pre-theoretic mathematical concepts – and most others – is fully expressible in any way. The reason why is the concept’s “open-texture”, as exemplified in Lakatos’ famous dialogue on the notion of polyhedra, in which definitions are proferred and defeated by unruly instantiations, occasioning further definitions followed at each turn by still more instantial unruliness, until the parties have finally agreed on something or exhaustedly gone off to Flanagan’s for a beer. But now the question is whether the definition they’ve finally arrived at actually does capture the originally-intended definiendum, or has defined something new under the original concept’s customary name. Waismann’s view is that the open texture of pre-analytic mathematical concepts precludes their full expressibility in any analysis, including Moore’s own notion of it, and ours too as regards the A-S spectrum. It matters for Hilbert’s thesis whether open textured concepts defeat it. It also matters for us. If analysis is also a subject-changing, then everything on the spectrum is conceptual distortion, save for synthesis which is a step too far, giving an “originative” concept, as Peirce might say.
   
6. Synthesis
Russell’s 1903 Principles of Mathematics takes on the task of finding consistent axioms for sets, unencumbered by the presumption that they be self-evidently true. Russell thought that the paradox that had brought intuitive set theory crashing irreparably down reveals the intuitive concept of set to be ( both before and after ( thorough-goingly insusceptible of  philosophical analysis.
 What Russell meant in so saying was not that the intuitive concept of set was a simple concept lacking subconceptual elements. What he meant was that it (a) isn’t analyzable, (b) isn’t simple and (c) actually isn’t a concept, or anything else at all. Russell thought that there wasn’t there and then, and never had been, any intuitive concept of sets. Frege gave up on the philosophy of arithmetic altogether, but Russell soldiered on. Sets were needed for transfinite arithmetic. They could be made available by making up a new concept of them (which himself Russell did in his own otherwise unsatisfactory theory of types). Russell introduced the new concept by nominal definition, which was the only form of stipulative definition he would regard as legitimate.
Later Quine would say: “ ‘Intuition’ is in general not to be trusted (. It is bankrupt, for it
wound up in contradiction (. The logician has had to resort to myth-making.” Note, however that Quine is not talking about intuitive concepts in my sense, but rather about the Frege-Russell axioms, which could be considered pre-analytic truths which a theory of sets mustn’t contravene.
  

Although the post-paradox Russell knew that a new concept would have to be made up, 
to which the old name for sets would be (tendentiously) applied,  he didn’t think that they would spring into life by pure stipulation alone. Russell’s own new definition of sets was a stipulated unification of conceptual parts some of which were already to hand.
 Kant had anticipated Russell’s 1903 move in all of his own writings from 1764 to 1800. Kant also drew a distinction between analysis and synthesis. Analysis, he said, is the business of philosophers. It is the business of making (antecedently existing) concepts clear. Synthesis, on the other hand, is the business of mathematicians. It is the business of making (entirely new) concepts that would be clear at the outset, Kant thought that this would be done by taking clear conceptual elements already on hand and synthesizing them in ways that produce a clear and entirely new concept which would now subsume them. With just one adjustment, this was what Russell did too. The adjustment was that Russell would also allow for the introduction of newly made conceptual elements into a synthesis of old elements, thus placing the synthesis achieved by Russell’s nominal definition in the rightmost position on the A-S spectrum, for example, the “axioms” of reducibility, of infinity, and of choice.
. 
7. Bizarre diagnoses
We have been looking just now at two quite different sources of conceptual unrecognizability. One is the A-S spectrum. The other is intuitive set theory. As we saw, proponents of unrecognizability lean to the view that in treating an intuitive concept, the further we move along the A-S grid the less recognizable the intuitive one becomes in the post-treatment concept. Conceptual innovation is a limiting case. There is however, no intuitive concept for conceptual innovation to recognize, even though some of its conceptual elements may have been recognizable. If a stipulationist’s brand new concept is K, no intuitive concept with all its parts intact is recognizably present in K. 
Here now is the link to the turmoil about intuitive set theory. The Russell paradox established that an inconsistency is derivable from the axioms and proof rules of the intuitive theory of sets. One perfectly natural conclusion to arrive at is that the original theory ( Frege’s ( had been catastrophically ill-served by its axioms, which if true would have made the intuitive concept of set wholly unrecognizable whatever the circumstances. Accordingly, they were the wrong axioms. The road ahead would be to find new axioms with a better chance of capturing the so-far evasive intuitive notion routinely in use in the relevant areas of work-a-day modern mathematics. 
It is striking that this was not Russell’s diagnosis.  He thought that what the set theoretic paradox proved was not only that the set theory of Grundgesetze I was inconsistent, but also that the very idea of set as invoked in settled mathematical usage was inconsistent, and therefore beyond analytical repair. At a minimum, the Russell response encumbered both its maker and its boosters with the implication that the predicate “is a set” has a null extension. From which we would have it that nothing whatever is a set. Whereupon, as we said, Frege quit the philosophy of arithmetic forever, and Russell got on with the job of making up something new to get transfinite arithmetic back on its feet. The point of jaw-dropping astonishment is this: The purported non-existence of sets, and the crippling incoherence of the very idea of them, lie wholly in the inconsistency inflicted by the intuitive axioms. But these dire implications couldn’t actually have come about unless the axioms themselves were true, thus enabling the full expression of the pre-theoretical concept of set. What is more, the concept of set would not only be uninstantiable, but also beyond intelligible reach. 
The view that I am attributing to our celebrated forbear is strange enough to merit a name of its own. So let’s call it what it is; let’s call it

· The true inconsistencies thesis: The axioms that drove the intuitive concept of set into extinction and utter unintelligibility could not have done so unless they were actually true.
    Russell seems not to have been aware of the aberrance of his diagnosis.

Inconsistency is a well-known logical peril in whatever area of theoretical enquiry it strikes. For the philosophers in Russell, it is a metaphysical disaster. If true, the old axioms would evacuate set theory of its very subject matter. If true, there would be no concept for the axioms to capture, whatever its putative degree of recognizability in the theory. We should not overlook the point that Russell’s own understanding of the predicate “is an axiom” was the everyday mathematician’s sense of it, and very like Aristotle’s own – that is, as a predicate whose instantiations are propositions that are obviously and necessarily true, and neither in need nor susceptible of proof or demonstration; and therefore also insusceptible of refutation or counterexample. Frege’s axioms were not the purely syntactic objects we find in the proof theories that have evolved from Hilbert. Of course, after 1902 Russell changed his mind about the axioms of post-paradox set theory ( as the axioms of infinity and reducibility would nicely attest. In so doing, he changed his mind about the concept of axiom. The word “axiom”, as he now saw, was ambiguous as between “axiom” in the intuitive sense and “axiom” in the made-up, although not necessarily Hilbertian, sense. In this same way, Russell also ambiguates sets, giving none in the first instance and all you need in the second.

Coming now to Frege, it is a bit harder to see him as even implicitly acquiescing to the true inconsistencies thesis. He was perturbed by the paradox and discouraged by it, but he didn’t expressly invoke Russell’s distinction between conceptual analysis and nominal definition.  It is certainly a mistake to think that Russell’s paradox destroyed Frege’s own analysis of sets. Frege distrusted sets (or what Russell called “classes”) prior to and independently of the paradox, and certainly had no theory of them, before or after. Frege does acknowledge what he calls “courses of values of concepts”. But he shared Russell’s bizarre diagnosis. He thought that the paradox was as destructive of his courses of values as it was of Russell’s intuitively conceived-of sets. In his “Letter to Russell”, Frege confesses his consternation, and laments that the paradox not only ruins  his theory of arithmetic but wreaks metaphysical havoc on “the sole possible foundations of arithmetic [itself].”
 It shouldn’t be said that Frege saw in his courses of values what Russell saw in intuitive sets. But let me quickly add that my present admonition is weakened by Frege’s own later equivocations, in which he appears to lean towards the equation of courses of values to Russellian intuitive sets. Of course, either the concept of courses of values is the same as the intuitive concept of sets or it is not. Either way, Frege thought that the paradox blew it up irrecoverably. If so, Frege’s at least implied approach to that concept is the true inconsistencies one.
8. Frege’s Theorem
We mustn’t take our leave of Frege without attending to the mystery of Frege’s Theorem, which asserts the deducibility of the laws of basic arithmetic from Hume’s Principle.
 HP asserts that if there are just as many of these things as there are of those things, then the number of these things is the very same as the number of  those things. There are two schools of thought about HP. One is that it is an analytic truth, the other that it is a nonanalytic postulate. If the first is true, the laws of arithmetic are indeed proved from HP. If the second reading is correct, the proof is a conditional one only. When we add HP to second-order logic, we get what’s now called Frege arithmetic (FA). Peano arithmetic (PA) can be got from FA alone.
 So there is a consistent theory of arithmetic in the Grundgzesetze, and Boolos  says that this was known to Frege himself.
 Since the derivability of PA from FA requires no attachment to Basic Law V, FA itself is inconsistency-free if PA is, as most working mathematicians believe HP is Frege’s own (adopted) thesis and Frege knew that FA, which is second-order logic plus HP, gives PA without the deliverances of V. Questions arise alarmingly. One is, why did Frege quit if a consistent PA can be got from FA minus V? One possibility is that Frege didn’t think that HP was analytic, and therefore that a consistent delivery of arithmetic was contingent on a mere postulate, albeit an attractively plausible one. Another is that Frege was simply befuddled by his own inconsistency phobia. Apart from its ungenerosity, that answer leads to a further question. FA is all about sets. If Frege really thought that V was a bona fide axiom in the old-fashioned sense, he couldn’t derive any consistent satisfaction from the conditional derivability of PA from FA. If the very idea of set were unintelligible, how could FA not be so as well, and how could its untelligibility not pass to PA itself? My own stab at this question is conjectural. I stab as follows. Frege did not quit arithmetic in 1902. He tried to get things back on track in 1903 in the appendix of Grundgesetze’s volume two. It didn’t work, whereupon he really did retire permanently from the field of distress. But he hung tough from 1902 to 1903, and he knew in 1903 that PA flows from FA, never mind the intelligibilities wrought upon it by the now abandoned Basic Law V. My conjecture is that during this interval two things held true. One is that, thanks to the mischief of V, the very idea of set was dead in the water, as Russell himself thought. Yet in the spirit of post-paradox Russell, Frege had a brief flirtation with the idea that, although there could be no such things as sets, the conventional name of their unrealizable instantiations could be recycled for the baptism of newly arrived entities by way of nominal definition. But, as his permanent retirement from arithmetic lay so close at hand, his flirtation with such fictions seem to have ended with equal finality.
Before leaving the mystery of Frege’s Theorem, here are a few lines from Dale Jacquette Frege: A Philosophical Biography, in production with the Cambridge University Press; 

I argue that Frege’s logicism did not fail as a consequence of ( the so-called Russell paradox. I maintain instead that Frege could have capably answered the challenge of the Russell set without compromising the 1893 unconditional extensionality principle for the identity of concepts interpreted as unsaturated functions in Grundgesetze I, Axiom V.
    He goes on to say:

Frege could have actually appealed to Axiom V, usually cited as [the] blame for Russell’s paradox.

Why? Because, says Jacquette, Axiom V could have been used to prove that the Russell set does not exist in the logic of the Grundgesetze, and therefore generates no paradox there. This appears to square with the Wright and Boolos observations.
 
Jacquette’s book isn’t yet out and, in its presently pending state, is not available for 
inspection of the details of his supporting arguments. The point of mentioning it here, beyond giving notice of it, is that if Jacquette is right, the true inconsistencies thesis might not be ascribable to Frege, but it would leave us (or at least me) more deeply in the dark than ever about Frege’s abandonment of the philosophy of arithmetic. For the time being, then, I’m going to stick to my guns in ascribing to Frege an implicit acquiescence to that thesis. When Jacquette’s book is out, there may be ample occasion to change my tune about Frege but none, I think, to do the same about Russell.
9. Tarski
Given the utter strangeness of the Russell-Frege diagnosis, it would be easy to predict that in the years after 1903, the relevant research communities would have learned the folly of going that way and would have taken pains not to repeat it. So it is altogether striking that Tarski would later apply a Frege-Russell diagnosis to the paradox of truth. He would bind himself, without saying so, to the true inconsistencies thesis. The paradox is widely said to follow from the intuitive grammar of English, according to which the Liar formula is a statement-expressing sentence of English (Polish actually; it doesn’t matter) and that, in saying of itself that it is false, it follows from the intuitive semantics of English that the Liar sentence is true if and only if it is false. Tarski knew perfectly well that the Liar shows intuitive grammar and intuitive semantics ( as he himself understood them (  to be jointly inconsistent theories. But this is not where Tarski’s own diagnosis rested. He went on to say that the intuitive concept of truth was inconsistent, indeed that the predicate “is true” possesses a null extension. Accordingly, nothing whatever is true (or false either). Nor did Tarski harbour any hope of saving the intuitive concept of truth by providing a properly consistent re-analysis of it. Tarski did what Russell did. He changed the subject and fled. Since there was no intuitive concept of truth to rescue, a new concept of truth would have to be thought up, whereupon the Tarskian hierarchy would arise for stratified “truth” in formalized languages only. The intuitive semantics for truth now lacked, entirely and irrecoverably so, a subject matter.

In an important paper, “Tarski’s tort”,
 John Burgess observes that:
( Tarski is unconcerned with the meaning of “true” in a double sense: first, he is unconcerned with pinning down the meaning of “true” in ordinary language, or in insuring that “true” as a technical term will agree more than extensionally with “true” as an ordinary term; second, he is unconcerned with difference between alternative definitions, if these have proved extensionally equivalent.
 
He adds that in calling model theory “semantics”, Tarski highjacked without proper notice a common everyday word meaning “theory of linguistic meaning”, whereas models are set theoretic entities linked to strings of marks, and also to sequences of them, none of which contain so much as a whiff of linguistic meaning. 
Burgess doesn’t go on to say – I will do it for him – that, in company with all mathematical logicians, Tarski is guilty of like appropriations of the quite ordinary words  “language”,  “sentence”, “vocabulary”, “symbol”, “predicate”, “name”, “meaning” (e.g. of connectives), “derivability”, “provability”, “interpretation”, “satisfaction” “entailment”,  and, of course, “truth”. Let’s call this the generalized tort thesis.
In “The concept of truth in formalized  languages”, it is no part of Tarski’s project to rescue, rehabilitate, reconstruct or model the concept of truth routinely available to natural language speakers. Tarski wants to purpose-build a different notion of “truth” for propositionally empty formal “languages”. To help keep track of the difference between the ordinary and made-up meanings of these everyday English words, when “true” is used in its everyday sense we’ll say that it expresses the concept of truth; but when it occurs with its theoretically occasioned formal meaning, we’ll say that it expresses the concept of m-truth, where the hyphenating prefix “m-” denotes that the concept in question is a made-up one. Likewise arise m-semantics, m-languages, m-sentences, m-symbols, m-predicates, m-names, m-interpretations, m-satisfaction, m-meanings, m-theorems, m-truths, and so on. This is no less than what the generalized tort thesis requires. The generalized tort thesis is a consequential development to which I’ll recur a bit later. Meanwhile let’s stick with Tarski’s aberrant diagnosis of the Liar.
In 1944, Tarski published “The semantic conception of truth”
 which, being a discussion of truth in natural languages, is or adumbrates a theory of the intuitive concept of it, in which among other things the concept is found to be inconsistent. Tarski writes that 
If we analyze this antimony [= the Liar] ( we reach the conclusion that no consistent [natural] language can exist for which the usual laws of logic hold. (pp. 164-165)

    He goes on to say:

If these observations are correct, then the very possibility of a consistent use of the expression “true sentence” which is in harmony with the laws of logic and the spirit of everyday language seems to be very questionable. (idem.)

Tarski is soft-pedalling in this second passage. He is in no doubt about the validity of the laws of logic with which, according the first passage, natural languages cannot consistently comport. If natural languages are intrinsically inconsistent, then each of its sentences is true and so are their negations. At the very least, Tarski’s steadfast position is that the extension of the intuitive truth predicate is empty, hence that nothing whatever is true, not even the sentences we find in “The concept of truth in formalized languages”. The last thing that Tarski is ( there or in “The semantic conception of truth” ( is someone unconcerned with the natural language truth predicate. That Tarski would not rehabilitate it in his own theory is neither dismissal nor truculence nor indifference. It was a necessity imposed by his own largely implicit theory of truth (not m-truth) which, if sound, makes that concept’s wreckage total and permanent. Accordingly, Tarski, too, falls for the true inconsistencies thesis for truth. If we could ever get around to writing the axioms for truth in English, they would be irrefutably true and inconsistent at once.
10. Rules and truth conditions

Because it would confound “the spirit of everyday language”, Tarski insists that no natural language could possibly harmonize with the laws of logic. Were we to think of the spirit of everyday language as embodying the rules of linguistic use, it could turn out to matter. Thanks to Church’s theorem,
 there is no decision procedure for the consistency of linguistic rules and ( if they are part and parcel of it ( for the spirit of everyday language either.
 Why, then, would we simply assume that all the rules of use internalized in the spirit of everyday language would ( hey, presto! ( turn out to be consistent. If the rules we internalize in learning the word “true” and in grasping thereby the intuitive concept to which it gives expression, we have two things to consider, one a hypothesis and the other a stated fact. 

(a) The hypothesis is that we owe the intractability of the Liar and the other paradoxes to the truth of the theory of intuitive truth.

(b) The fact is that this is what Tarski himself said he thought.

       From this we might derive a further hypothesis.

· Tarski took a rules approach to natural language meaning, embracing thereby an inconsistency theory of truth. But for formalized m-languages the theory of m-meaning is supplied by a m-truth conditional theory of m-meaning. 

This would now be a good place to pause and turn our minds to the question posed by this essay’s title, “Does changing the subject from A to B really provide an improved understanding of A?” Doing so will motivate a closely allied three more:

(1) Does the Frege-Russell-Tarski response to the inconsistencies that bedevil the concept of courses of values, as well as the intuitive concepts of set and truth, imply their very unrecognizability in what might be called their successor or replacement theories?
(2) If the answer to (1) is affirmative, do we have it now that the successor theories change the subject?

(3) If so, do they provide an improved understanding of those original concepts?

In the case of Frege, since there was no successor theory, the answer to (1) is no, in which case the other two questions don’t arise. In the case of Russell, the answer to (1) and (2) is yes and to (3) is no. There is no concept of which to achieve an improved understanding, by whatever means fair or foul. Tarski’s take is instructively different, albeit in a somewhat paradoxical way. There is a successor theory of sorts to the implicit intuitive semantics of natural language ( namely, Tarski’s own in “The semantic conception of truth” ( and it provides an understanding of the intuitive concept of truth large enough to disclose that it is irremediably empty, the difference between the two being that the intuitive theory didn’t recognize the inconsistency that the successor theory expressly proves. That is something of an answer to (3), namely yes, and likewise to (1) and (2). But note well, however, that the successor theory is not the theory of m-truth for formalized m-languages, but rather an inconsistency theory for natural languages. The improved understanding we achieve is that the intuitive concept of truth is beyond understanding. Thus Tarski’s natural language theory embodies an impossibility proof of its very unintelligibility.  Why would this be? Because the theory’s irrefutable rules set the intelligibility boundaries for the theorems to follow. This doesn’t give an enlarged understanding of truth in the spirit of this essay’s title. It gives us a better understanding of what the concept of truth isn’t, but beyond that, none at all about what it is (other than nothing). So all things considered, the right answer to (1) and (2) is yes, and to (3) is no. 

Actually, the situation isn’t quite as dire as it sounds, not for Russell at least. While by Russell’s own lights, there could be no conceptual guidance afforded to his post-1902 makings-up, there were the pre-paradox descriptions to be found in the pre-1902writings of the period, notably Grundgesitze I. Although wholly non-referential, these descriptions were perfectly intelligible sentences of German. In this regard, readers of those texts would have been in a situation rather similar to readers of the abductive speculations about Vulcan of Urbain Le Verrier in relation to the orbital irregularities of Mercury. Unbeknownst to him and his readers, those Vulcan-sentences referred to nothing whatever and were revealed to have had no truth values at all. (That anyhow is a widely put-about view by philosophers of language.) No one thereafter took Le Verrier’s hypothesis to be unintelligible. In marshalling the case against it, no astronomer ventured to say that Vulcan’s nonexistence stripped of all meaning the sentences that formulated Le Verrier’s hypothesis. It is the same way with the sentences of Grundgesetze I, in particular Basic Law V. Russell thinks that taken collectively they tell the story of nothing. The trick was now to contrive something anew for those descriptions – some of them anyway – to be true of. Both Frege and Russell had a low and slighting opinion of the philosophical importance of fiction, even as regards the philosophy of language. That was decidedly silly of them, but not even they thought that the sentences of Homer and Dickens were gibberish or entirely without virtue. Yet, as Russell himself supposed, while they aren’t philosophically analytical, but philosophically instrumental. By 1903, Russell’s own instrumental pragmatism was vigorously in play, and in due course he would nourish an affection for the “logical fictions” that would guide philosophy’s future advances and steer us from the rocks of bad metaphysics and questionable epistemology.
11. Reductio and paradox
Some readers won’t like the true inconsistencies thesis one bit. They will see it as a

vile slander upon three of the giants of analytic philosophy. “Didn’t Tarski know about reductio arguments?”, they will ask. Was he so ill at ease with modus tollens? Weren’t Frege and Russell also conversant with them? It hardly bears consideration that they weren’t or, if they were, that they simply took their eyes off the ball in the midst of the turmoil stirred up by paradoxes. The objection is beside the point. Reductio and modus tollens proofs aren’t paradoxical as such. A paradoxical proof is one whose conclusion is absurd or manifestly false and whose proof is not in doubt. Paradox strikes at the point at which the proof’s premisses seem wholly unruffled by the falsities they imply. Paradox bites hardest when the conclusion is a contradiction and the premisses self-evidently true.
 It is the point at which all wiggle-room is lost. The reason why is that, on the old view of axioms, it cannot be more self-evident that a contradictory proposition can’t possibly be true than it is that an axiom can’t possibly be false. Small wonder, then, that in such straits some people would target the proof’s validity. A greater wonder are those who didn’t, whether the majority who detached themselves irrevocably from the old view that axioms are untouchable, and the slender minority who think that everything is hunky-dory with all three aspects of the proof and that its inconsistency, while undeniable, is entirely virtuous, indeed actually true. More of this in section 14.
12. Tarski’s pétard

If common sense were to be our guide here, it would tell us that the true inconsistencies

thesis is simply too much of an error to pin on people as intellectually gifted as our three giants. In the case of Tarski, there is further occasion for hesitation. If Tarski’s views about truth are as I have characterized them here, then not one claim advanced in “The concept of truth in formalized languages” and “The semantic conception of truth” is true. By the very doctrines advanced there Tarski would have been hoist upon his own pétard. The same would appear to hold for Frege, at least with regard to those occasions on which he said that, owing to their irremediable vagueness, all natural language statements are truth-valueless. If so, nothing he himself said in Grundlagen and Grundgesetze could be true. Nor is there any evidence known to me that any of the three would have sought relief in the kind of mysticism advanced by Wittgenstein in the closing passages of the Tractatus. If Tarski’s position on truth is correct, everything said by anyone at any time or place is untrue. This is scepticism on a scale so massive as to stir memories of the ancient examples of Gorgias and Cratylus. Tarski’s pétard (and Frege’s too) is so calamitous a consequence that its very attribution is enough to buckle a critic’s resolve. Of course, if Tarski has indeed hoist himself upon his own pétard, that would matter greatly for the scientific integrity of his own project. But there would have been nothing parochial about its importance. It would lay to waste the epistemic integrity of all statement-making whatever. It would, in particular, strip all representability claims of their truth. That, if true (pardon me) would matter greatly for the project of this paper. It would expose every one of its claims about changing the subject to the certainty of not being true. Isn’t all this nonsense devastation enough to rob the Tarski pétard thesis and the true inconsistencies thesis that underlies it of all plausibility however strained or remote? Perhaps it does. If so, it makes what Tarski actually says about the liar paradox simply inexplicable.
 We’ve already mentioned the tangled state of intuitions. I’ve been assuming all along that the intuitive concept of truth is the one catered for in Tarski’s unarticulated theory of truth. There is no doubt that Tarski’s theory sanctions the legitimacy of the liar sentence by which that theory was irreparably brought down, and with it the pre-theoretical concept of truth of everyday employment. But what if we said that the concept that arises in Tarski’s theory of intuitive truth is not that concept but rather some explicitization of it rendered by the theory’s analysis of it. We would now have two different concepts in play – the intuitive concept of truth and its explicitization in Tarski’s natural language theory. Call these truth and e-truth respectively. Could we now say that whereas truth is recognizably present in e-truth, it is e-truth, not truth, that the liar paradox annihilated. That could mean that the pre-theoretic concept of truth couldn’t possibly be accommodated in Tarski’s intuitive semantics. But it doesn’t show that the concept of truth is insusceptible of another intuitive semantics which explicitizes it consistently. If intuitive truth were still in business, why would Tarski have abandoned intuitive semantics as such for a formal m-semantics in which the intuitive concept is unrecognizable? This too would be inexplicable, save for Tarski’s having assumed that the paradox of e-truth also annihilated the subject of the explicitization. In this Tarski may well have been mistaken. But that only means the pétard on which he was hoist was of his own avoidable making.

Putting these inexplicabilities aside for now, I want to switch the focus from the anxieties induced by the paradoxes to problems that lie more generally in the notion of formal recognisability itself.
13. Proving representability

By now, model theory or formal m-semantics is a commonplace of mathematically formalized theories of every stripe. No one these days subscribes to the old notion of axiom which (I say) underwrites the mad over-reactions of Frege, Russell and Tarski to the logical and semantic paradoxes. Model theory is a way of providing mathematically articulable representations of concepts (properties, predicates) of interest – truth, validity, entailment, proof, theorem, deducibility and so on. Let’s call these the theory’s target concepts. Model theory achieves its aims for its target concepts by defining their m-representations for formalized m-languages. The m-hyphenation of these clauses in our present exposition can be a bit tiresome to read. But I’m going to persist with it awhile, so as to drive the point home. M-ing (as we might call it) is rife in all of mathematical logic, and it is always achieved by making things up with which formally to m-represent antecedently present concepts of interest. This at once raises two obvious questions:
(1) What are the constraints on thinking something up for the m-representation of an antecedent concept K?

(2) What verifies that K’s m-representation does indeed represent K?

Part of the answer to (1) might be that the antecedent concept be recognizable in its model theoretic m-representation. One of the answers to (2), is that m-representation claims should be backed by the requisite representability theorems. Here are three examples to consider. In his famous incompleteness proof for formal arithmetic, Gödel takes pains to prove, among other things, the formal representability of primitive recursiveness.
 A second is Hartry Field’s attempt to nominalize thermodynamics, supported by formalizability theorems from measurement theory.
 A third is the Stone representation theorem, which arises from the attempt to give to topology a Boolean algebraic representation.


Formal representation, in turn, raises questions of its own. (1) Must representations produce one-to-one correspondence between representations and represents? (2) Are isomorphisms or quasi-isomorphisms sufficient for these correspondences? (3) Is it necessary (or possible) for the represented to have a recognizable presence in its formal representer? 

14. Quine’s FUBAR complaint 
As far as I have been able to determine, the earliest near-explicit sighting of the link
between conceptual distortion and evaporation of subject matter is to be found in Quine’s 1970 book, Philosophy of Logic.
 In the chapter entitled “Deviant Logics”, he briefly turns to dialethic logics, wherein a slight smattering of select contradictions come out true. Dialethic logics are interesting in their own right, but I turn to them now because that is where Quine sites his concerns about recognisability. Besides, doing so will bring us some heretofore unexpected benefits. In particular, it will get us to pay closer attention than normal to the question of what a truth value actually is. 
Although the thesis of true contradictions is the one routinely put about by dialethic logicians, it is not the view they actually hold.
 A somewhat closer approximation is that those true contradictions are also false. The actual position is that no contradiction is both true and false, but that some select few take not the m-truth value T and not the m-truth value F, but rather some “composite” m-truth value somehow encompassing the classical T and F. Quine is alert to the fact that unless something is done to prevent it, any theory that sanctions a contradiction sanctions perforce each of its other sentences, and each of their respective negations. Dialethists, in turn, propose paraconsistent measures to block this trouble, which prompts Quine to say: 
My view of this dialogue [between classical and dialethic logicians] is that neither party knows what he’s talking about. They think they are talking about negation, ‘~’, ‘not’; but surely the notation ceased to be recognizable as negation when they took to regarding some propositions of the form ‘p . ~p’ as true, and stopped regarding such sentences as implying all others. (p. 81)
If Quine is right, dialethists have landed themselves in a FUBAR mess. “FUBAR” acronymizes an expression making the rounds in the allied armies of World War II. It means (in its least rude version) “fouled-up beyond recognition.”

It is not to our present advantage to press the point that Quine got the dialethic thesis at least as wrong as dialethists routinely do. It doesn’t really matter. Given what dialethic systems actually provide, inconsistent formal m-sentences are neither true nor false, and are assigned neither the classic T nor F but rather some composite entity of which T and F are defining elements.  We should be careful of this composite third value. Priest approaches it in two quite different ways, each a variation of the model theory of FDE for first-degree entailment.
 The one approach is a functional m-semantics for FDE, and the other is a relational m-semantics. Priest cites a Routley’s star m-semantics as a good example of the former, in which there are four truth values – the classical T and F, and a third B (for both) which is m-represented as the set {T, F}. The fourth, N (for neither), is also a set. It is the set ( of truth values other than T, F and B, and also itself, namely none. In all functional m-semantics, an m-interpretation I distributes m-truth values over the closed well-formed m-formulas of the m-language in question. In the simplest case of the classical logic of propositions, v is a function assigning one and only one of T and F to each of the m-language’s atomic m-sentences. When all is said and done, T or F is uniquely assigned to each of the m-sentences by the composite function Iv, in whichv  handles atomic m-sentences whose values serve as inputs to the sentential functions that define the m-truth values of non-atomic m-formulas. 
A function is a relation which for any input from its domain has a unique relatum in its range. In a monogamous society, every husband is related by marriage to his one and only current wife. In polygamous societies, marriage is a one-many relation in which a wife’s one and only husband can be related by marriage to heaven knows how many current wives. The distinguishing mark of a relational m-semantics for FDE is that it is (modestly) polygamous. Most m-sentences take T or F as relata, but some few take both.
There is a difficulty with both functional and relational approaches, moreso perhaps with the relational one. It turns on how best to read the dialethic sentence, in which L is the liar sentence:
(a) L relates to both T and F.

     Do we read it as the conjunctive sentence 


(a() L relates to T and L relates to F?

    Or do we read it as


(a() L relates to T and F both but not to T and F each.

If the former obtains, it falls into the trap of the Lewis-Langford proof of the ex falso quodlibet theorem, which asserts the equivalence between a system’s negation-inconsistency and its absolute inconsistency. Here is a simplified informal version of the proof.  

(1) A and not-A       by assumption.
Then on the principle that if both hold each also does, we have it that
(2) A.
By the principle that if something holds so does at least one member of any set of which that thing is a member, we also have
(3) At least one of {A, X} holds for arbitrary X.
By the reasoning that took us from (1) to (2) we now arrive at
(4) Not-A.
Then by the principle that if at least one of two things holds (which is what (3) says) and it’s not this one (see (4)) then it’s the other, we obtain the dreaded 
(5) X.

This leaves the relational m-semanticist with two challenges he’ll have difficulty meeting in a non-question-begging way. Either he’ll have to cripple the proof of ex falso or he’ll have to drop the conjunctive reading of (a), opting for (a() rather than (a(). If he retains the conjunctive reading and doesn’t destroy the proof, he costs dialetheism one of its most distinctive features. It is no longer a paraconsistent logic but instead a nonparaconsistent wrecked one.
 The non-conjunctive reading is a bit trickier to figure out. If the “and” of 

(a() L is T and F
isn’t conjunction, but something more like the “and” of
(b) The princess was driven to the ball in the royal horse and carriage,

we now have the semantics of the horse-and-carriage “and” to figure out. That’s the downside. On the upside, neither “L relates to T” nor “L relates to F” is eligible for use in a Lewis-Langford proof. Paraconsistency is saved at the cost of not quite knowing what “and” is.
 

On the four-valued functional approach, B is the set {T, F} which, even though it has {T} and {F} as proper subsets, doesn’t decompose to T and F. Consider now any contradiction ⌐A ( ~A¬ which takes the m-truth value {T, F}. We might think that here too is a m-truth value that won’t decompose beyond its own proper subsets. The exception hardly matters since neither {T} nor {F} is a m-truth value. The point is that since we can’t conclude from
   
(i) ⌐A ( ~A¬ takes {T, F} as a value
  either that
(ii) A takes T as a value
  or that
(iii) ⌐~A¬ takes T as a value,
Neither (ii) and (iii) is admissible to the Lewis-Langford proof. In a way, (i) does decompose. It decomposes into conjuncts, but the m-truth value of the conjunction doesn’t. If a conjunction takes {T, F} then the same is true of its conjuncts. The dialectical upside is that paraconsistency is retained; the conjuncts A,  ⌐~A¬  cause no ex falso trouble here. The downside is that here too we find ourselves lumbered with some very odd-looking m-truth values, the glut set {T, F} and the gap set (, the set of truth values having no members at all, not even itself. Recall that T and F are undefined objects, whereas B and N are sets defined by those undefined objects or by their total absence.

15. Recognizability again
Let’s now collect our bearings, with a further word about recognisability and a linked word about truth values. It is holy writ among dialethists that the Russell and Tarski sentences are true contradictions. If that were actually so, it would be metaphysically momentous and would vindicate some big names universally scorned for their silliness about contradictions, notably Hegel and Marx (and, well, Stalin and Pol Pot).
 An integral part of this new logic would be its model theory for m-sentences, worked up in novel ways but using the basic set theoretic equipment of Tarski’s model theory for classical logic. The whole motivation of the new logic would be to provide formal m-representations of English sentences in which the core dogma of dialectical orthodoxy would be recognizably present, namely that the Russell and Liar contradictions are true. Let R be the Russell sentence and L the Liar. The English sentences we want to be recognizably present in the m-semantics of dialethic logic are
(1) R is true
   and
(2) L is true.
   What we get is a logic in which (1) is represented by

(1*) The m-representation of R takes the m-truth value {T, F}

   and

(2*) The m-representation L takes the m-truth value {T, F}.
   

There is no question here of giving up on the English predicates for sets and truth. Dialethists have no interest in changing the subject entirely. They very much want (1) and (2) to be recognizable in (1*) and (2*). This is a marked departure from Russell and Frege on sets and Tarski on truth. They thought that, in these cases, there was nothing for a successor theory to preserve or in which to be recognizably present.


Priest is running on two different tracks at once, one is a semantic track for “true” and the other is a model theoretic track for “T and F” relationally or for {T, F} functionally. In Doubt Truth to be a Liar
, he writes at page 74 that logic should capture the “deep structure of a natural language or at least part of it.” It is a nifty move. Priest is drawn to the idea that the model theory of both relational and functional m-semantics for the formal m-language of FDE will capture at least part of what the deep structure of English could be said to be. The niftiness of this move is this. No one thinks that the properties a language’s deep structure are always recognizably present to fluent speakers of it. Therefore the demand that (1) and (2) be recognizably captured in the model theory that m-represents the deep structure of English is over-ridden by the unrecognizability of deep structure. Some will see the deep-structure move as smoke-blowing. Others will take more kindly to it, but not without consequences. One of them is that native speakers don’t know what the languages they’re fluent in mean, except possibly by knowing their deep structures implicitly and tacitly. Speaking for myself, I’d prefer to have some proof of the formal representability of whatever parts of the deep structure of English that the model theory of dialethic logic really does model.  I’d also like to know how Priest came to know what the deep structure of English actually is.  
16. Truth values

Part of what troubles some readers is what a m-truth value would have to be in order for 
{T, F} to be one of them and ( another. A page or so ago I mentioned that the oddness of {T, F} and ( as m-truth values should help us to see that the old fashioned classical T and F are also puzzling in their own right. This is the point at which I put dialethic peculiarities to one side and concentrate on the more fundamental notion of truth value and its connection to the notion of truth. What I’m now going to say about truth values could easily be adopted for truth relata. In the interest of space, I’ll make do with values. The oddness of m-truth values quite generally is how, if at all, they have anything to do with truth. Consider the following three claims:
(a) The S is true, where S is a declarative sentence of English.

(b) Iv (A) = T, where A is a m-sentence of some formalized m-language L.

(c) A is true in interpretation I, where A again is a m-sentence of L and I a m-interpretation of L’s model theory.

In (a) “true” is an English unary predicate, and the English sentence S is its subject. In (b) The English predicate “true” makes no appearance. In (c) “true” is a binary predicate of English whose subject is the m-sentence A and whose object is the abstract set theoretic structure I. Henceforth, when we read a model theorist asserting that A is true in I, it would be best to read this as asserting that A is “true” in I (not true). Unlike “m-true”, the word inside the quotation marks is a bona fide word of English, but it doesn’t carry the meaning it has in (a). In (c) the meaning of “true in I” is given by the condition that every countably infinite sequence of objects from I’s set theoretic domain D satisfies the m-sentence of which it is predicated.
 No sentence of English fulfills that condition. So “true” in (c) doesn’t mean whatever “true” in (a) does. We might also note that when an m-sentence is “true” in I, it has a model in I, alternatively that I-models A. It is also customary to say that these same m-sentences are “true” in the model I (alternatively in I’s domain). When we examine the ranges of usage of the key term “model” in the model-based reasoning literature in science and technology, we see how strained the model theoretic notion of model can be in those distant precincts.

In bivalent logics, m-truth values are the undefined m-semantic objects T and F, neither of which nor its name has any occurrences in a system’s object m-language. This, at least, is Frege’s understanding of his own name for them, “Wahrheitswert”, an expression that seems to have been originated with Windelband (and catches only some of its Fregean sense). Its English translation as the hyphenated “truth-value” arises with Russell in Appendix A of Principles of Mathematics. As Jean-Yves Bézizu observes,“[t]ruth-value is the birth of the mathematical conception of truth (,”
 combining the philosophical word “truth” with the mathematical word “value”. Béziau’s excellent “A history of truth-values” makes it clear that there has been some confusion in the logical literature arising from the ambiguous usage of the expression “truth-value”. There is no space to cover this ground again, but interested readers would be rewarded by an acquaintance with Béziau’s contribution. The confusion that I have in mind is typified by the trickiness of the question “What function is T a value of?” The answer is Iv., for somev and I.
Frege fixed the modern sense of Wahrheitswert, Russell coined its English translation in the generally approving commentary on Frege’s project in Appendix A and Tarski assigned those undefined semantic objects a key role in the model theory he himself was helping to bring to theoretical maturity. Another of model theory’s core elements is the abstract set theoretic object that came to be called (actually miscalled) “interpretations”. Given Frege’s and Russell’s extraordinary mishandling of the paradox of sets, and Tarski’s of the paradox of truth, the last thing that they could say is that interpretations harmonize the philosophical concept of set with some elements of abstract mathematics. For Frege and Russell, there is no philosophical concept of set, hence nothing to harmonize with the mathematical concept of interpretation. Similarly, for Tarski, there is no such concept as truth, hence nothing to marry to mathematics.
17. Representation
It hardly needs repeating that no one today pays the slightest heed to the Frege-Russell nihilism about sets or to Tarski’s about truth. Perhaps the tacitly help opinion of their heirs has been that these three luminaries of the analytic tradition had in these two instances simply gone off the rails. It might fairly be conjectured that in short order this came to be their own tacitly held opinion of themselves.
 
Our focus of late has been on the recognisability of truth in the mathematical notion of m-truth value. A negative answer to whether the three retained their respective nihilism leaves the recognisability question open in principle to an affirmative answer, it doesn’t close it. We still have to ask, “Where, or in what regard, do m-sentences of the form “Iv( A) = T” formally m-represent English sentences of the form “‘S’ is true”. This returns us to some questions raised at the end of section 13. 

(1) Does formal representability as such preserve conceptual recognisability?

(2) What precisely is the relation that maps m-representations to the things they m-represent?

    The answer to (1) is no. When Hilbert modelled the truths of mathematics and logic as the
    syntactic objects he (mis)called “theorems”, his aim was to cleanse logic of semantic notions 
    altogether. The concept of truth was intended to have no presence there at all. My answer to
   (2) is “Who knows, until the requisite representability theorems are produced?”

These same reservations sweep through the entire edifice of representational formal m-
   semantics. Quine got the ball rolling with is complaints about dialethic negation. Burgess gave
   it some momentum in charging Tarski with a semantic tort. My generalization of the tort thesis
   produces more velocity still. The tort now extends to all of mathematical logic in its
  appropriations of the names of language and language parts, negation, conjunction, disjunction, 

  conditionality and biconditionality, meaning, semantics, interpretation, model, truth, falsity, 
  implication, proof, deducibility, axiom and theorem. In sprawling variations further names
  notably include those for worlds, possibilities, necessities, knowledge, belief, past, present and
  future, obligation and permission. In the extension proposed by dialethists, “true contradiction”,
  “true and false” and (even) “truth value” are added to the list of purloined items.

When we try to reconcile these appropriations (emphatically not just the modal or 
dialethic ones) to the analysis-synthesis spectrum of this paper’s opening pages, it is hard not to see them as converging upon its rightmost terminus which, in extremis, is outright stipulation or what Quine approvingly calls “legislative postulation”.
 The consequences of an entrenched stipulationism in logic, especially the philosophically motivating ones, largely speak for themselves, but with little in the way of mature response. Realism is for now a dead duck in logic, and all the concepts that motivated logic in the first place are unrecognizable there. This is not the story that the nihilisms of the three giants exclusively invite; it is the story demanded by the formal representability posturings of logic itself. I mean, of course, the logics of 1879 onwards.

18. Concluding remarks
We began with the A-S spectrum and noted that an intuitive concept’s recognisability
descended from highest to none as we move from left to right. The relations of analysis, explication and rational reconstructions are two-place relations in which intuitive concepts occupy second position. By the time we reach the S-terminus, intuitive concepts simply drop out of the picture. We then moved to the paradoxes of sets and truth, and along the way raised doubts not about the errors they revealed but rather about the apocalyptic attribution those errors attracted, notably from Russell, Frege and Tarski, who proclaimed, respectively, the utter nonexistence of those intuitive concepts. We also noted that Russell sought to re-secure the foundations of mathematics at the S-terminus of the A-S spectrum. Tarski is consequential in other ways that matter for our purposes here. Tarski is a major force in the model theories of formalized languages. Since there was no intuitive concept of truth after all, a new concept of truth would have to be contrived in the formal semantics of a formalized language, that is to say, in the language’s model theory.

John Burgess pointed out that, in calling model theory “semantics”, Tarski changed the meaning of that word as it occurs in natural languages from “theory of natural language meaning” to “model theory for formalized languages.” In doing so, of course he changed the subject. This prompted us to ask where we would place the relation borne by a logic’s model theory to a theory of meaning for a natural language, and we answered by saying that it belongs at the S-terminus of the A-S spectrum, the point at which the intuitive concept of a theory of meaning becomes unrecognizable.

Burgess called Tarski’s appropriation “Tarski’s tort”, and we decided to generalize the idea in what we called “the generalized tort thesis”. We pointed out that what Tarski had done to the English (Polish, German it doesn’t matter) word “meaning” mathematical logicians of all stripes, before him and ever after, did the same to the whole host of natural language words, we’ve been discussing here. (Russell did the same for post-paradox classes.) Tarski’s excessive reaction to the truth paradox denied his model theory a recognizable presence of truth. But even if we reject Tarski’s apocalyptic reaction, as virtually all logicians currently do, the tort problem remains. In logic’s appropriations, all of these words are given made-up meanings which places the concepts they express at the A-S juncture at which all their intuitive counterparts also have no recognizable presence. This creates a fundamental problem for the use of formal semantics in the treatment of philosophical problems, that attach to intuitive concepts. We then explored how this question arises in dialethic approaches to the paradoxes and how it commits a tort on the English expression “truth value”, generalizing the theft to even the classical “T” and “F”, in which neither truth nor falsity is recognizable. Even so, it is very commonly said that the point and (value) of these formalized misconstruals is to model or formally represent their intuitive counterparts in ways that somehow compensate for the fact that they have no recognizable presence there and are intuition-killing changes of the subject. 

The questions that now arise are: (1) By virtue of what are these “compensations” effected? (2) In what ways are these formal representability claims justified? My answer is that formal semanticists have yet to make sufficient headway with these matters. That alone motivates the activation of more responsive research programmes in logic.
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